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Abstract. Reinforcement learning is increasingly used to synthesize
controllers for a broad range of applications. However, formal guarantees
on the behavior of learning-based controllers are elusive due to the black-
box nature of machine learning models such as neural networks. In this
paper, we propose an algorithm for verifying learning-based controllers—
in particular, deep neural networks with ReLU activations, and decision
trees with linear decisions and leaf values—for deterministic, piecewise
affine (PWA) dynamical systems. In this setting, our algorithm computes
the safe (resp., unsafe) region of the state space—i.e., the region of the
state space on which the learned controller is guaranteed to satisfy (resp.,
fail to satisfy) a given reach-avoid specification. Knowing the safe and
unsafe regions is substantially more informative than the boolean charac-
terization of safety (i.e., safe or unsafe) provided by standard verification
algorithms—for example, this knowledge can be used to compose con-
trollers that are safe on different portions of the state space. At a high
level, our algorithm uses convex programming to iteratively compute new
regions (in the form of polytopes) that are guaranteed to be entirely safe
or entirely unsafe. Then, it connects these polytopic regions together in a
tree-like fashion. We conclude with an illustrative example on controlling
a hybrid model of a contact-based robotics problem.

1 Introduction

Recently, there has been a great deal of success using reinforcement learning
to synthesize controllers for challenging control tasks, including grasping [20],
autonomous driving [24], and walking [9]. Reinforcement learning provides a
number of advantages compared to traditional approaches to control—for exam-
ple, it can be used to compress computationally expensive online controllers into
computationally efficient control policies [21], it can be used to solve challenging
nonconvex optimization problems such as grasping [4], and it can be used to
adapt controllers to handle unmodeled real-world dynamics [1,9].

Despite these successes, reinforcement learning has had limited applicability
in real-world control tasks. An important obstacle is the inability to provide
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formal guarantees on the behavior of learned controllers. For instance, real-world
control tasks are usually safety-critical in nature. Furthermore, the more general
problem of computing safe regions (i.e., sets of states from which the controller
is guaranteed to be safe) is also an important tool for composing controllers [32].

The challenge is that learned controllers are typically deep neural networks
(DNNs), which are hard to formally analyze due to their large number of param-
eters and lack of internal structure [5,16]. The lack of guarantees is particu-
larly concerning since even in the supervised learning setting, DNNs are not
robust [5,11,14,16,25,29,31,34,36]—i.e., even if an input is correctly classified, a
small, adversarially chosen perturbation can typically cause the input to become
misclassified. For closed-loop control, the lack of robustness would imply that
even if a DNN controller produces a safe trajectory from a given initial state, a
small perturbation to the initial state can cause the trajectory to become unsafe.
This setting is particularly challenging for formal analysis, since we must reason
about repeated application of the DNN controller.

In this paper, we propose an algorithm for computing safe regions (as well
as unsafe regions—i.e., for which the system is guaranteed to be unsafe) for
learning-based controllers. We are interested in reach-avoid specifications, which
are safety properties expressed as (i) a goal region that is considered to be safe,
(ii) a safety constraint specifying states that are known to be unsafe. Then, our
goal is to classify each state as either safe (i.e., reaches the goal region without
entering the unsafe region), or unsafe (i.e., it reaches the unsafe region). For
example, consider the task of stabilizing an inverted pendulum. Then, the goal
region may be a small region |θ| ≤ θsafe around the upright position θ = 0,
where the closed-loop system is known to be safe (e.g., verified using stability
analysis [32]), and the safety constraint may say that the pendulum should not
fall over—i.e., |θ| > θunsafe, where θunsafe ∈ R . Our goal is to compute the set
of states from which the learning-based controller successfully reaches the goal
region without entering the unsafe region.

We build on recent work that verify DNNs with rectified-linear units (ReLUs),
which are piecewise affine [5,16]. As a consequence, for the supervised learn-
ing setting, safety properties can then be encoded as a mixed-integer linear
program [33], which can be checked using standard solvers. For our setting of
closed-loop control, we consider dynamical systems with piecewise affine (PWA)
dynamics, where each piece is a polytopic region (i.e., defined by the intersection
of linear half-spaces). These systems are commonly encountered in control tasks;
even systems that are not PWA can typically be (locally) closely approximated
by one that is PWA. For PWA systems, safety properties for the closed-loop
dynamics can be formulated as a mixed-integer linear program [15]. However,
this approach can only be used to verify whether a given set of initial states is
a safe region, and cannot be used to compute safe and unsafe regions.

At a high level, our algorithm iteratively constructs the safe and unsafe
regions as follows. On each iteration, it first samples an unclassified state x from
the state space, and determines whether x is safe or unsafe using a simple for-
ward simulation. In particular, x is safe if the feedforward simulation reaches the
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current safe region, and unsafe if it reaches the current unsafe region. Finally, our
algorithm expands x into a polytopic region around x with the same correctness
property as x (i.e., safe or unsafe). Thus, our algorithm is essentially growing two
tree-like data structures (which we call polytopic trees) - one representing safe
states and the other for unsafe states. Then, our algorithm continues iteratively
growing these polytopic trees until the entire state space has been classified.

The key challenge is expanding x into a polytopic region. We leverage the fact
that the closed-loop dynamics is PWA—in particular, it computes a polytopic
region around x such that the closed-loop dynamics is linear on that region.
Then, it uses convex programming to restrict this region to a polytopic sub-
region that has the same correctness property (i.e., safe or unsafe) as x. In
summary, our contributions are:
– We formulate the problem of computing safe and unsafe regions for learning-
based controllers (Sect. 2).

– We propose an algorithm for computing safe and unsafe regions (Sect. 5). A
subroutine computes safe and unsafe polytopic regions around a given initial
state for the closed-loop dynamical system (Sects. 4 and 3).

– We perform an extensive case study to evaluate our approach (Sect. 6).

Related Work. The closest work is [30], which studies the problem of finding
the safe states of a linear systems controlled with ReLU-based DNNs. Their
solution is based on partitioning the work-space and computing reachable sets to
obtain a finite-state abstraction. The end result is an under-approximation of the
safe region. This approach suffers from the resolution quality of the workspace
partitioning, which is known to scale badly in high dimensions. Our approach
does not require partitioning, which helps the algorithm scale better. Moreover,
in high dimensions, it is common to only verify a desirable part of the state
space, where sampling-based strategies are naturally powerful. On the other
hand, fine partitioning of the whole state-space is still necessary to obtain a
finite abstraction that represents the original system by the needed accuracy.

Another line of work in formal verification of learning-based controllers is
searching for counterexamples within a given region. For example, [6] takes this
approach to verify controllers obtained using reinforcement learning. If no coun-
terexample is found, then the whole given region is verified as safe. The coun-
terexample search can be formulated as an SMT problem [10]. While this app-
roach allows for one shot verification of the specification over a given region, it
does not allow for direct computation of the safe region. In many applications
in robot control, counterexamples are abundant, and safe regions are complex
subsets of the state space. Therefore, this approach to verification has limited
applicability. Similarly, [15] provides a boolean answer to the verification problem
by checking a property over a given region. The method is based on formulating
the verification problem as the reachability problem of a hybrid system, which
is verified using state-of-the art solvers such as dReach [17] and Flow∗ [8]. They
also do not provide a direct way to compute safe and unsafe regions.

The authors in [37] and [38] explicitly compute the forward reachable sets
of DNN-based controllers. The exact computations are formidable, so they use
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over-approximations. Our work also computes reachable sets, albeit in a back-
ward manner. We efficiently grow the backward reachable set using trees, thus
eliminating the need for roll-out of reachable sets for a large horizon. Moreover,
we are able to provide probabilistic completeness properties, whereas methods
based on over-approximations are inherently conservative.

2 Problem Statement and Approach

Notation. We denote the sets of real and non-negative real numbers by R and
R+, respectively. Given a set S ⊆ Rn, we use int(S) to denote the interior of S.
Given S ⊂ Rn and A ∈ RnA×n, we use AS to denote the set {As | s ∈ S}. For
a vector x ∈ Rn, we use |x| to denote the cardinality of the vector, i.e., |x| =
n. All matrix inequality relations are interpreted element-wise. A polyhedron
H ⊂ Rn is the intersection of a finite number of closed half-spaces in the form
H = {x ∈ Rn | Hx ≤ h}, where H ∈ RnH×n, h ∈ RnH define the hyperplanes. A
bounded polyhedron is called a polytope. A piecewise affine (PWA) function f

is a function f : H → Rnf , where the domain H ⊆ Rn is a union H =
⋃k

i=1 Hi

of disjoint polyhedra H1, . . . ,Hk, and where for each i, f(x) = Aix + bi for all
x ∈ Hi for some Ai ∈ Rn×nf and bi ∈ Rnf .

Problem Formulation. Consider a deterministic control system

xt+1 = F (xt, ut)
ut = g(xt),

where xt ∈ X ⊆ Rn is the state, ut ∈ U ⊆ Rm is the control input at time
t ∈ N, and F : X ×U → Rn is the system dynamics, and g : Rn → U is
the controller. We assume that F and g are both PWA functions. Note that it
is possible that there exists x ∈ X , u ∈ U such that F (x, u) ̸∈ X . One of the
primary tasks of the controller is to keep the state within the constraint set X .
Also, we assume that X is bounded. Note that one or both of F and g may
be machine learning components with PWA structure. Examples include feed-
forward neural networks with ReLU activation functions, and decision trees with
linear predicates. The closed-loop system is given as:

xt+1 = F (xt, g(xt)) = Fcl(xt), (1)

where Fcl itself is a PWA system:

Fcl(x) = Aix+ bi, ∀x ∈ Ci, (2)

where Ci, i = 1, · · · , N, are interior-disjoint polytopes,
⋃N

i=1 Ci = X . The number
of pieces N is dependent on the structure of F and g, but upper-bounded by the
number pieces in F times the number pieces in g.

Problem 1. Given closed-loop system of the form (1), and a goal region XG ⊆ X ,
compute the two followings sets:
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– Xs ⊆ X , where all trajectories originating from it reach XG in finite time (the
safe region).

– Xf ⊆ X , where all trajectories originating from it leave X in finite time (the
unsafe region).

We assume that X and XG are both given as a union of finite number of
polytopes. This assumption is common in most control problems as any bounded
set can be reasonably approximated using a finite number of polytopes.

Approach. The complete solution to Problem1 partitionsX\XG into 3 regions:
Xmax

s , the largest possible set of Xs, Xmax
f , the largest possible set of Xf , and

Xmin
a := X \ (Xmax

s ∪ Xmax
f ), where Xmin

a is the set of states from which origi-
nating trajectories neither reach the goal or violate the constraints in finite time.
Therefore, Xmin

a is a forward-invariant set. Although in most control tasks the
forward-invariant sets around an equilibrium point or a limit cycle are desirable
and the user typically designs XG within it, it is possible that learning-based
controllers inadvertently create invariant sets outside of XG, where trajectories
are trapped and thus is an undesirable behavior—examples of this behavior in
DNN-based controllers is shown in Sect. 6.

Our solution to Problem1 is an anytime sampling-based algorithm that grad-
ually grows Xs and Xf , and shrinks Xa. Initially, Xs = XG,Xf = ∅, and
Xa = X \XG. As shown in the paper, our algorithm has probabilistic complete-
ness: if x ∈ Xmax

s or x ∈ Xmax
f , the probability that our solution verifies it as

the algorithm runs approaches one.

Example. As an example of the safe and unsafe regions computed using our
algorithm, consider the following figures:

These figures plot the safe region Xs (green), unsafe region Xf (red), and
unclassified region Xa (white) for a neural network controller trained to stabilize
a torque-limited inverted pendulum, after 34 iterations (left) and 137 iterations
(right) of our algorithm. This task is complicated by the presence of a wall,
which the controller can use to “bounce” off of to aid stabilization. The presence
of the contact dynamics makes the problem challenging for traditional control
synthesis algorithms. On the other hand, reinforcement learning can be directly
applied to solve this problem. The blue region is the goal region XG, where the
linear controller synthesized using LQR on the linearized dynamics can provably
stabilize the inverted pendulum. Reinforcement learning is used to train a neural
network or decision tree controller with the goal of driving the system into the
blue region XG. The region inside the black square is the constraint set X .
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At each iteration, our algorithm grows either the safe region or the unsafe
region from a randomly chosen state x ∈ Xa. Some of the regions added on each
iteration can be distinguished in the figure above—they tend to be elongated
subsets of the state space, since they are computed by expanding a trajectory
(which has measure zero) into a small region around that trajectory (which has
positive measure). Comparing the two figures, we can also see how safe and
unsafe regions are added over time. As can be seen, Xs tends to grow outward
from XG as the number of iterations increases. Similarly, Xf tends to grow
inward from the region R2 \ X . These patterns reflect the tree-like way in which
the safe and unsafe regions are grown.

3 Local Constrained Affine Dynamics

We provide a framework to characterize the local affine dynamics of (1) around
a given point. Recall that (1) is PWA with affine dynamics in polytopic cells.

Definition 1. An affine cell is defined as a tuple A = (A, b,H, h), where
Fcl(x) = Ax+ b,∀x ∈ {x ∈ Rn|Hx ≤ h}.

Let the set of all affine cells be defined as A. In this section, we explain how to
derive a function L : X → A, which takes a point x ∈ X, and provides the affine
cell which it belongs to. The basic idea is to fix (i) the mode of the dynamical
system (if it is PWA) and (ii) the activations of the machine learning structure
used in the controller. In decision trees, this means the path to the leaf is fixed.
In DNNs, it means all the ReLU activations remain the same. Note that there
exists a finite number of affine cells in (1). However, computing all of them in
advance may not be possible. For decision trees, the number of affine cells is
equivalent to the number of leaves, which is often a manageable number. For
neural networks, on the other hand, the number of affine cells can be as much
as 2|# neurons|, which can be extremely large to save on a memory. Therefore, it
is better that L(x) is computed on-the-fly, i.e. while the algorithm is running.

Decision Trees. A depth d decision tree τ is a binary tree with 2d − 1 internal
nodes and 2d leaf nodes (we ignore leaf nodes when measuring depth). Each
internal node of the tree is labeled with tuple (i, t), where i ∈ {1, . . . , n} (where
n is the dimension of the state space) and t ∈ R ; we interpret this tuple as a
predicate xi ≤ t. Each leaf node is labeled with a control input u ∈ U .

We let root(τ) denote the root of τ , and leaves(τ) denote the leaf nodes of τ .
For each leaf node ν in τ , we let path(ν; τ) = ((ν1, s1), . . . , (νd, sd)) denote the
sequence of internal nodes on the path from root(τ) to ν (so ν1 = root(τ) and
νd is the parent of ν in τ). The variable si ∈ {± 1} is +1 if νi+1 is the left child
of νi, and − 1 if it is the right child (where we let νd+1 = ν). Then, we associate
each leaf node ν with the affine cell Aν = (Aν , bν ,Hν , hν), where Aν is the zero
matrix, bν = u (where u is the label on ν), and (Hν , hν) define the polyhedron
Hν that is the intersection of the half-spaces

{s · xi ≤ t | (ν′, s) ∈ path(ν; τ) has label (i, t)}. (3)
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It is clear that the polyhedra Hν associated with the leaf nodes ν ∈ leaves(τ) are
disjoint and cover Rn. Thus, we can interpret τ as a function τ : X → U , where

τ(x) =
∑

ν∈leaves(τ)

(Aνx+ bν) · I[x ∈ Hν ],

where I is the indicator function. Thus, given x ∈ X , we define L(x) = Aν , where
ν is the (unique) leaf node such that x ∈ Hν .

Neural Networks. Consider a k-layer ReLU-based network. For a single layer
i, let its input be xi and output be xi+1. Also, let the layer weights be Ai ∈
R |xi+1|×|xi| and the bias be bi ∈ R |xi+1|. The layer i input-output relationship is
xi+1 = max(Aixi + bi, 0) where max(·) is taken element-wise.

To derive the polytopic cell expression, we first introduce binary vector si ∈
{0, 1}|xi+1| = S(Aixi + bi) where the scalar function S(α) := I[α ≥ 0] is applied
element-wise. Therefore, we equivalently have xi+1 = Âixi + b̂i where Âi =
si ⊙ Ai, b̂i = si ⊙ bi and ⊙ is the element-wise multiplication. By recursive
expansion, the network final output xk+1 in terms of the first layer input x1 is

xk+1 =
k∏

i=1

Âi

︸︷︷︸
A

x1 +
k−1∑

i=1

k∏

j=i+1

Âj b̂i + b̂k

︸ ︷︷ ︸
b

, (4)

which is PWA with the pieces (defined by polytopes to be derived) dependent on
the si. Also, since matrix multiplication is not commutative, it is worth pointing
out that the enumeration is left-multiplied:

∏k
i=1 Âi = ÂkÂk−1 . . . Â1.

To get the H-representation for the polytopes, we use one single layer with
one single ReLU for illustration. In this case, x2 can take on two possible values
depending on if s1 = 1, i.e., A1x1+ b1 ≥ 0, or if s1 = 0, i.e. A1x1+ b1 < 0. These
two case conditions can be equivalently described as checking if H1x1 ≤ h1, with
H1 := (2s1 − 1) ⊙ A1, and h1 := − (2s1 − 1) ⊙ b1.

It is then straightforward, albeit tedious, to generalize that for any particular
layer i, the hyperplanes defining a particular polytope is

Hi = (2si − e)Ai

i−1∏

j=1

Âj , hi = (2si − e)bi +Hi(
i−1∑

l=1

i−2∏

j=l+1

Âj b̂l + b̂i) (5)

where e is the all-one vector, such that (2s1 − e) ∈ {− 1, 1}|xi+1| and easier for
sign-flipping. For the entire network, the affine cell of a particular input x1 is
then A(x1) = (A, b,H, h) with A, b as defined in (4), and H and h as simply the
column concatenation of the individual Hi and hi in (5).

Affine Cells of the Closed-Loop System. Once given a state query xq ∈ X
and obtained affine cell for the controller g(x) = Aux + bu,∀x ∈ Cu, xq ∈ Cu,
we combine it with F (x, u) = AFx+ bFu+ cF ,∀x ∈ CF , xq ∈ CF to derive the
affine cell of the closed-loop dynamics:

Fcl(x) = (AF + bFAu)x+ (bF bu + cF ),∀x ∈ Cu ∩ CF . (6)
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4 Polytopic Trajectories

In this section we introduce polytopic trajectories, which is central to our ver-
ification approach. Recall that by simulating the system forward we obtain a
trajectory that is a region with zero measure. A key property of this trajectory
is that the points in the trajectory are either all safe or all unsafe (since the
dynamics and controller are deterministic). Our algorithm expands this trajec-
tory into a region with positive measure, such that the points in the region are
either all safe or all unsafe. Doing so enables our algorithm to verify a nonzero
fraction of the state space at each iteration. To obtain such a region, our algo-
rithm expands each point in this trajectory into a polytopic region, resulting in
a trajectory of polytopic regions, which we refer to as a polytopic trajectory.

Parametrization. First, we define the space of all polytopic trajectories. A
polytopic trajectory is a sequence of polytopes Pt, t = 0, 1, · · · , T , with the
constraint that Pt ⊆ X is mapped to Pt+1 ⊆ X by the closed-loop dynamics.
As standard, the polytopes are individually parameterized as follows:

Pt = x̄t +GtPb, (7)

where Pb ⊆ R q is a user-defined base polytope, and x̄t ∈ Rn, Gt ∈ Rn×q are
parameters characterizing Pt as an affine transformation of Pb. The matrix Gt

is called the generator. When Pb is chosen to be the unit hypercube in R q, the
polytopes are referred to as zonotopes. Due to their balance between expressive-
ness and computational efficiency, zonotopes are a popular way to parameterize
polytopes when verifying dynamical systems [2,12]. The remaining parameter q
is chosen by the user. A typical choice is q = n to obtain zonotopes of order one.

Next, we describe how our algorithm enforces the constraint on Pt and Pt+1—
i.e., that the closed-loop dynamics maps Pt to Pt+1. If we restrict Pt to entirely
lie in an affine cell of (1), then Pt will be subject to an affine transformation.
In this case, Pt+1 will also be a polytope. However, if Pt has points in multiple
cells of (1), then its image under the closed-loop dynamics would be a union
of polytopes (but may not itself be a polytope); the number of polytopes in
this union may grow exponentially in the number of time steps. Therefore, we
enforce a constraint that each polytope is contained within a single affine cell.
In particular, letting the affine dynamics be xt+1 = Atxt + bt, we have

Pt+1 = Atx̄t + bt +AtGtPb. (8)

Therefore, we obtain linear relations for the parameters of the polytopes:

x̄t+1 = Atx̄t + bt, Gt+1 = AtGt. (9)

Finally, we remark that in many control problems, the underlying system evolves
in continuous-time. Therefore, it is preferable to include the states between Pt

and Pt+1 in the polytopic region, since those states are traversed between two
polytopes. One reasonable approximation is computing the convex hull of Pt and
Pt+1, but this approximation is computationally demanding. An alternative is
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adding xt+1 − xt as an additional column to Gt, which elongates the zonotope
alongside the trajectory path. Due to its simplicity, we use the latter method.

Optimization. Next, we describe how our algorithm computes the parameters
{(x̄t, Gt)}t=0,··· ,T−1 of a polytopic trajectory that satisfies the property that the
states in the polytopic trajectory are either all safe or all unsafe. Our algorithm
uses a convex program to do so. Let the sampled trajectory be x0, x1, · · · , xT ,
where xT is already known to be safe or unsafe. Suppose that xT ∈ Ptarget, where
the target polytope Ptarget is a polytope around xT that is known to be safe or
unsafe. The existence of such a polytope is guaranteed since our algorithm keeps
track of safe and unsafe regions as a union of polytopes—in particular, the target
polytope may be one of the following regions: XG, Rn \XG, or a polytope in Xs

or Xf . Details are in Sect. 5; for now, we suppose that Ptarget is given.
We compute a polytopic trajectory using the following optimization problem:

{(x̄t, Gt)}t=0,··· ,T−1 = argmin α ({(x̄t, Gt)}t=0,··· ,T−1)
subj. to Gt+1 = AtGt, x̄t+1 = Atx̄t + bt, x̄0 = x0,

x̄t +GtPb ⊆ Ct, x̄T +GTPb ⊆ Ptarget,
(At, bt,Ct) = L(xt), t ∈ {0, · · · , T − 1}.

(10)

where α :
∏T−1

i=0 Rn ×Rn×q → R is a cost function that is user-defined. The first
line of constraints in (10) encode the closed-loop dynamics Pt to Pt+1 and the
initial state. The second line is polytope containment constraints that ensure
that the whole Pt is subject to a single affine dynamics and the final polytope is
contained in the target polytope Ptarget. The details on how to encode polytope
containment problems into a set of linear constraints using auxiliary variables
and constraints is available in [27]. Thus, all the constraints in (10) are linear.

We wish to design α to promote larger volumes for the polytopes. The volume
of zonotopes is generally a non-convex objective [18]. Thus we use heuristics for
designing α. A useful, simple, form of α is

α = Tr
(
G0 0
0 GT

0

)
. (11)

Note that if Pb is the unit hypercube, it follows from symmetry that restrict-
ing the diagonal terms in the matrix in (11) to be non-negative does not have
any effect on P0 as zonotopes are invariant with respect to multiplication of the
columns of their generator by − 1. A notable difference between (10) and com-
puting the region of attraction of LQR controllers in [32] is that in the latter, the
verified regions are centered around the nominal trajectory. In contrast, there
is no such restriction in (10), so the polytopic trajectory can shift around the
nominal trajectory. This fact is important since constructing polytopes centered
at the points of the trajectory can lead to very small polytopes if only one time
point of the trajectory lies close to the boundary of its affine cell.

Computational Complexity. Using (11), the optimization problem in (10)
becomes a linear program which its size scales quadratically with n, the dimen-
sion of the state, and linearly in length of the trajectory. The polytope contain-
ment constraints introduce auxiliary variables whose size grows linearly with n
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Algorithm 1. Construction of Polytopic Verification Trees
Require: System (1) and XG ◃ The closed loop system and the goal
Require: imax, Tmax,L : X → L ◃ The number of iterations, the maximum time of

forward simulation, and local constrained affine system generator
i = 0, Xs = XG, Xf = ∅ ◃ Initialization
while i ≤ imax do

x0 ← sample from X \(Xs ∪ Xf ), t = 0
while t ≤ Tmax do

if xt ∈ P,P ⊆ Xs then ◃ P is a polytope
flag ← safe
Compute polytopic trajectory P0,P1, · · · ,Pt−1 using (10) with Ptarget = P
Add branch to the tree and add P0,P1, · · · ,Pt−1 to Xs

Break
if xt ∈ P,P ⊆ Xf or xt ̸∈ X then ◃ P is a polytope

flag ← unsafe
Compute polytopic trajectory P0,P1, · · · ,Pt−1 using (10) with Ptarget = P
Add branch to the tree and add P0,P1, · · · ,Pt−1 to Xf

Break
xt+1 = Fcl(xt) ◃ Simulate system forward
Ct+1 = L(xt+1) ◃ Compute the polytopic linear system

return Xs, Xf

and with the number of rows of the hyperplane, where the latter grows linearly
with (i) the depth of the decision tree, (ii) the number of nodes in the DNN.
Therefore, obtaining polytopic trajectories is a very efficient procedure.

5 Polytopic Trees

We describe our polytopic tree algorithm (outlined in Algorithm1).

5.1 Sampling Unclassified States and Checking Membership

At each iteration, we first sample a point from the unclassified states X \ (Xs ∪
Xf ). A straightforward approach is to use rejection sampling—i.e., sample x from
X, and reject it if it belongs to (Xs ∪Xf ). However, the subroutine of checking
whether x ∈ (Xs ∪ Xf ) can be computationally challenging as (Xs ∪ Xf ) grows
with the number of iterations. Recall that both Xs and Xf consist of a finite
number of polytopes. There are several approaches to checking if x ∈ (Xs ∪Xf ).

The first approach is to check the feasibility of x = x̄i +Gip, for p ∈ Pb and
i ∈ {1, · · · , N}, where x̄i, Gi are the parameters of the ith polytope in (Xs∪Xf ),
and N is the total number of polytopes. This approach requires at most N linear
programs, which the size of each is linear in n and q, and very small. The second
approach is to precompute the hyperplanes of all polytopes; then, instead of
checking feasibility of linear programs, we can evaluate the partial order relation
required to check if a point is within the intersection of multiple hyperplanes.
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However, finding the hyperplanes may also be computationally challenging. Both
methods can be greatly accelerated using binary search methods for manipulat-
ing a large number of polytopes [35].

5.2 Growing the Polytopic Tree

A polytopic tree is a tree-like data structure where each node is labeled with
a polytope; in general, these “trees” may have multiple roots. Our algorithm
represents the regions Xs and Xf as polytopic trees, where we require that
the parent P′ of a polytope P contains the image of P under the closed-loop
dynamics. The regions Xs and Xf are simply the union of all polytopes in the
tree. Initially, we represent Xs = XG as the “tree” where each polytope in XG

is its own root, and represent Xf = ∅ as the empty tree.
We iteratively grow the polytopic trees representing Xs and Xf by sampling

an unclassified state x0 from X \ (Xs ∪Xf ), forward simulating the system from
x0 to obtain a trajectory, and then expanding the resulting trajectory into a
polytopic trajectory. More precisely, during forward simulation, once we have
state xt of the trajectory, we compute Ct = L(xt), and check whether to stop
at xt. There are 4 cases: (i) xt ∈ XG (i.e., the goal is reached), (ii) xt ̸∈ X (i.e.,
the state bounds are violated), (iii) xt ∈ (Xs ∪ Xf ) (i.e., the state is already
known to be safe or unsafe), or (iv) t > Tmax, where Tmax is a bound on the
trajectory length specified by the user. In cases (i), (ii), and (iii), we terminate
the trajectory (so T = t), and compute a polytopic trajectory by solving (10)
with initial state x0, sequence of affine cells C0, · · · ,CT−1, and target polytope
PT chosen to be the polytope encountered in XG (case (i)), R \ X (case (ii)),
or Xs ∪ Xf (case (iii)). In case (iii), we can determine PT since our algorithm
represents Xs and Xf each as a finite union of polytopes. In case (iv), we assume
that the trajectory belongs to the set Xmin

a , and ignore the trajectory.
Once we have computed the polytopic trajectory, we insert the polytopes

P0, . . . ,PT−1 into the appropriate polytopic tree—i.e., the tree representing Xs

if PT is safe, and the tree representing Xf if PT is unsafe. To do so, we simply set
the parent of Pt to be Pt+1 for each t ∈ {0, 1, . . . , T − 1}. Except in case (ii), PT is
already in the tree; in case (ii), if PT is not yet in the polytopic tree representing
Xf , then we add it as a new root node. The following result is straightforward:

Theorem 1 (Correctness). Algorithm 1 returns Xs and Xf , from which all
originating trajectories reach XG and Rn \ X , respectively, in finite time.

5.3 Probabilistic Completeness

We state the completeness result of our algorithm. We require two mild assump-
tions, which are similar to the assumptions made in [32].

Assumption 1. For any measurable Y ⊆ X , the sampler chooses a point from
Y with non-zero probability.
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Assumption 2. Given x0 ∈ int(Xmax
s ∪ Xmax

f ), there is a non-zero probability
that the polytopic trajectory optimization (10) provides P0 with non-zero volume
vol(P0) ≥ λ > 0 for some uniform constant λ.

Assumption 1 is not restrictive as we are often able to sample uniformly from X .
Assumption 2 relies on the heuristics used in (10). We empirically have observed
that the polytopes always have non-zero volume. If a polytope with zero volume
is obtained (even after elongating it across the trajectory, as explained in Sect. 4),
we can discard it and use another heuristic. Moreover, the assumption that a
uniform constant exists is not restrictive as there exists a finite number of affine
cells with non-zero volume. Therefore, the assumption boils down to (10) being
able to find a polytopic inner-approximation to an affine cell that covers a certain
fraction of its volume if provided an appropriate cost function.

Theorem 2 (Probabilistic Completeness). Let Xi
s and Xi

f be the Xs and
Xf computed Algorithm1 by the i’th iteration. Then if Assumption 1 and
Assumption 2 both hold, the following holds:

Pr
(
lim
i→∞

int(Xmax
s \Xi

s) ∪ int(Xmax
f \Xi

f ) = ∅
)
= 1. (12)

Proof. In AppendixA.

6 Example

We adopt example 1 from [23] and [28]. The model represents an inverted pen-
dulum with a spring-loaded wall on one side, as illustrated in Fig. 1 [Left]. The
control input is the torque. The system is constrained to |θ| ≤ 0.12, |θ̇| ≤ 1,
|u| ≤ 4, and the wall is located at θ = 0.1. The problem is to steer the state
toward the origin. We set XG = [− 0.05, 0.05] ×[− 0.5, 0.5]. We know from [23]
thatXG is within the region of attraction of the linear quadratic regulator (LQR)
controller of the contact-free dynamics (which is Ω in Fig. 1 [Left]). Therefore,
once the trajectories end in XG, they are guaranteed to asymptotically reach
the origin. The dynamics is a hybrid model with two modes associated with
“contact-free” and “contact”. The piecewise affine dynamics is:

A1=
(

1 0.01
0.1 1

)
, A2=

(
1 0.01

− 9.9 1

)
,B1= B2=

(
0

0.01

)
, c1=

(
0
0

)
, c2=

(
0
1

)
,

where mode 1 and 2 correspond to contact-free (θ ≤ 0.1) and contact dynamics
(θ > 0.1), respectively.

6.1 Controller Based on Formal Synthesis

It is non-trivial to control this hybrid system. Both [23] and [28] use approx-
imate explicit hybrid model predictive control (MPC) to compute an inner-
approximation of the safe region. The method in [28] is sampling-based and
it achieves probabilistic feedback coverage. As shown in Fig. 1 (right), the safe
region is not the whole state-space and it takes a very non-trivial shape.
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Fig. 1. Example: The inverted pendulum with wall (left). The model-based safe regions
as obtained from figures in [23] (middle), and [28] (right).

Fig. 2. Example: Verified regions for system controlled with a decision tree. XG, Xs, Xf

are shared in blue, green, and red, respectively. (Color figure online)

6.2 Decision Tree Controllers

Training. We use the Viper algorithm to learn decision trees [6]. Learning deci-
sion tree controllers is challenging due to their discrete structure—in particular,
the gradient of the loss function for a decision tree is zero almost everywhere. To
address this challenge, Viper first learns a neural network controller using stan-
dard reinforcement learning algorithms. Then, it uses imitation learning to train
a decision tree controller that “mimics” the neural network controller [26]. In
particular, given an “oracle controller” (i.e., the neural network), imitation learn-
ing reduces the reinforcement learning problem for the decision tree controller
to a supervised learning problem. Thus, we can use standard CART algorithm
for learning decision trees [7]. See [6] for details.

Verification. The results are shown in Fig. 2. Since all decision trees are
extracted from the same neural network, their performance looks quite simi-
lar, albeit the smallest decision tree with depth 2 performs slightly weaker than
the others, which is interpreted by the larger unsafe region and smaller safe
region. All the decision trees perform superb handling the contact, which is due
to the fact that constant controller in this area of the state space is sufficient.
On the other hand, the decision tree behaves very poorly with negative angle
and small velocities as piecewise constant decisions are not sufficient to conduct
a maneuver that brings the state to get into the goal.
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Fig. 3. Example: Verified regions for system controlled with a neural network.
XG, Xs, Xf are shared in blue, green, and red, respectively. (Color figure online)

6.3 Neural Network Controllers

Training. The neural network used to guide the training of the decision tree
is too large for our algorithm to verify. It is known that neural networks must
be vastly overparameterized to obtain good performance (otherwise, they are
susceptible to local optima) [22], which explains why we can approximate a
large neural network with small decision trees. Indeed, we found that training a
small neural network using reinforcement learning was intractable. Instead, we
used supervised learning—we run the model-based PWA controller described in
[23] to generate state-control pairs, and construct ReLU-based DNN of various
depth and size to minimize the mean-square-error between the network predic-
tion and those labels. Using this approach, the neural networks still performed
poorly, even though they were comparable in size to the smallest decision tree.
Nevertheless, this experiment complements the decision tree experiment—the
emphasis for decision trees is on the verifying “good” behaviors, whereas the
emphasis here is on identifying “bad” behaviors.

Verification. Figure 3 shows the verified regions of various neural network con-
trollers. We name the network by its size and depth, e.g. L4N2 means the network
has four layers with two ReLUs each, and L2N2L2N1 means the first two layers
have two ReLUs each and the last two layers have just one each; in addition to
these ReLU-based layers, all networks also have a final affine layer.

We observe that on average, the algorithm covers a larger falsified region,
which is to be expected since the network is not an ideal stabilizing controller.
The plots in each column exhibit a variety of different traits. For example, the
figures in the first column exhibit lack of robustness of the neural network—
around the vertical strip of between [0.05, 0.10], there is a slim unsafe region
encompassed by a large safe region. In particular, in this portion of the state
space, even a very small deviation from the state space can lead to unsafety.
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The second column has an unclassified region (white). Upon manually
inspecting the control behavior, we observe chattering near the point of con-
tact with the wall—i.e., the system repeatedly hit and bounced off of the wall.
This behavior showcases a limitation of learning-based controllers. The average
time for each linear program in verifying the largest NN controller was less than
0.1 s using Gurobi [13]. The total number of linear programs to be solved is equal
to the total number of branches.

7 Discussion and Future Work

Advantages. The main advantage of the method in this paper is that instead
of verifying a property over a region, it is able to compute regions of safe and
unsafe states, which is more relevant in problems where the set of safe states
is a complex subset of the state space. Our approach is easy to deploy as it
based on anytime algorithm that only requires sampling, forward simulation,
and linear programming, and unlike most related verification techniques, it has
the potential to be applied to large-scale problems.

Limitations. The last advantage point above is conditioned on the number of
samples and polytopic branches required to provide a reasonable volume of veri-
fied regions. A major drawback of our approach stems from the fact that it relies
on each polytope to be contained within a single affine cell. For many machine
learning components, especially DNNs, these affine cells can be very small, thus
making polytopes small hence requiring denser trees for proper coverage. This
issue was alleviated for decision tree controllers, where the number of affine cells
scales linearly with the number of leaves. A promising direction to resolve this
issue is focusing on interpretable neural networks [3,19], which are trained in
a way that they are less fragile and typically have fewer and larger affine cells.
This limitation is less severe in many applications that we are only interested in
verifying regions around a nominal point or trajectory.

Another limitation of our approach is the restriction to PWA dynamical
systems and controllers. While the linearity assumption around a nominal tra-
jectory is reasonable, this restriction limits us from constructing larger verified
regions that are able to incorporate nonlinearities.

Future Directions. An immediate future direction is characterizing Xmax
a . A

potential approach is searching for equilibria or limit cycles and applying the
methods in this paper to characterize states leading to limit cycles. Moreover,
we are planning to leverage the results in this paper to develop compositional
methods for controller synthesis and verification. For instance, by learning a
controller that steers trajectories from the unsafe region of another controller
to its safe regions, we can compose controllers in a hierarchical manner. This
approach has the potential to provide a framework for learning-based control
synthesis in a more scalable, interpretable, and formally correct way.
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A Appendix

A.1 Proof of Theorem 2

Proof. Let Xi
r = Xmax

s \ Xi
s. We need to show that limi→∞ int(Xi

r) = ∅ with
probability one. The same argument holds for Xmax

f \Xi
f . We prove by contra-

diction. Let limi→∞ Xi
r be a measurable set. It follows from Assumption 1 that

we obtain a sample from X∞
r with non-zero probability. Then we simulate the

system forward from the sampled state x0. Once the trajectory is obtained, the
polytopic trajectory is computed, and by Assumption 2, we obtain a measurable
P0, centered at x0 ∈ int(X∞

r ) that has non-empty intersection with X∞
r . There-

fore, by non-zero probability, the volume of Xi
r shrinks in one iteration by at

least λ. Thus we reach a contradiction.
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