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Abstract—Reinforcement learning is a promising approach to
solving hard robotics tasks. An important challenge is ensuring
safety—e.g., that a walking robot does not fall over or an
autonomous car does not crash into an obstacle. We build on
an approach that composes the learned policy with a backup
policy—it uses the learned policy on the interior of the region
where the backup policy is guaranteed to be safe, and switches to
the backup policy on the boundary of this region. The key chal-
lenge is checking when the backup policy is guaranteed to be safe.
Our algorithm, statistical model predictive shielding (SMPS),
uses sampling-based verification and linear systems analysis to
perform this check. We prove that SMPS ensures safety with high
probability, and empirically evaluate its performance on several
benchmarks.

I. INTRODUCTION

Reinforcement learning (RL) has recently had a number
of successes, including superhuman performance at Atari
games [32] and Go [43]. A promising practical application
of DRL is to automatically synthesize deep neural network
(DNN) policies for robotics control. In these settings, we
typically have a nominal dynamics model—i.e., a model of the
dynamics that is a good approximation of the true dynamics.
For instance, we have nominal dynamics models for cars,
quadcopters, walking robots, and grasping robots [46]. Thus,
we can use DRL in a simulator based on the nominal dynamics
to learn a DNN policy, which can then be deployed on the
real robot. For instance, this approach has been applied to (i)
solving challenging planning problems, such as object manip-
ulation [5, 22], multi-agent planning [24, 23, 47], and planning
from partial observations (e.g., LIDAR or images) [33, 20], (ii)
compressing a slow, model-predictive controller (MPC) into a
much faster DNN policy [26, 16], and (iii) planning when the
dynamics are stochastic or uncertain [14, 15, 25, 53, 34]. In
these approaches, DRL is used to learn a deep neural network
(DNN) policy in a simulator, which can then be deployed on
the real robot.

A key challenge is how to ensure safety when using
the DNN policy on the real robot—e.g., ensuring that an
autonomous car does not drive into obstacles, a walking robot
does not fall, or a quadcopter does not crash [17, 4]. In general,
it is impossible to ensure safety when no information about
the robot dynamics is known initially. However, since we have
a nominal dynamics model, we can model the true dynamics
as the nominal dynamics plus a stochastic disturbance, and
then ensure safety with respect to this model. In this setting,

our goal is to provide probabilistic safety guarantees—i.e.,
ensure the robot is safe with high probability with respect
to the randomness in the dynamics.

A number of approaches have been proposed for ensuring
safety in this setting. A majority of these approaches focus
on proving safety ahead-of-time—i.e., before the DNN policy
is deployed on the real robot [48, 8, 20]. However, these
approaches have a number of shortcomings. For instance, these
approaches typically do not provide a way to fix a policy
if they fail to prove it is safe. Furthermore, they often scale
exponentially with the dimension of the state space, making
them computationally intractable for high-dimensional state
spaces. One scalable variant of this approach is to “over-
approximate” the nominal dynamics (i.e., devise upper and
lower bounds on the nominal dynamics for which verification
is computationally tractable), but these techniques often fail
to prove safety even when the policy is safe since the gap
between the upper and lower bounds tends to be large.

An alternative approach is to compose the learned policy
π̂ with a backup policy πbackup in a way that guarantees
safety [30, 41, 37, 18, 2, 10, 13, 3, 49, 50, 38, 56]. The idea
is to maintain the invariant that πbackup can always be used to
ensure safety. In particular, they use π̂ on the interior of the
region where πbackup is guaranteed to be safe, and switch to
πbackup near the boundary of this region. The benefit is that we
only need to verify safety for πbackup, which can be a simpler
policy since it only needs to ensure safety and does not need to
perform well. Nevertheless, most existing approaches applica-
ble to general nonlinear dynamics face the same computational
challenges even for verifying πbackup [18, 2, 10, 38].

A promising approach to ensuring safety is model predictive
shielding (MPS) [51, 7, 27]. Rather than compute ahead-of-
time the region where πbackup can ensure safety, this approach
performs this check on-the-fly. In particular, it decomposes
πbackup into (i) an LQR policy πLQR used to ensure safety near
safe equilibrium points, and (ii) a recovery policy πrec that tries
to transition the system to a safe equilibrium point. Intuitively,
safe equilibrium points are states where πLQR can keep the
robot safely at rest. Such points exist for most robots of
interest—e.g., an autonomous car that is at rest, a quadcopter
that has landed, or a walking robot that is standing still.
Importantly, the time complexity of MPS is independent of the
state and action dimensions (except through π̂ and πbackup).

Existing MPS algorithms have several shortcomings: [51]
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Fig. 1. Left: An overview of SMPS. At state xt, SMPS simulates the learned policy π̂ for one step, and then simulates the backup policy πbackup for N
steps to see if it can drive the robot from Xrec to Xinv while staying in Xsafe. If so (green trajectory to xa), it uses π̂; otherwise (red trajectory to xb), it uses
πbackup. Right: Example of recoverable and irrecoverable states for an autonomous car, where the goal is to avoid the black obstacle. We show the simulated
trajectory used to check recoverability; the simulation of π̂ is blue, and the simulation of πbackup is purple.

only applies when the nominal dynamics are linear, and [7]
only applies when the dynamics are deterministic. The ap-
proach proposed by [27], called robust MPS (RMPS), applies
more generally to stochatic nonlinear dynamics, but has two
shortcomings: (i) it relies on heuristics to compute invariant
sets for the LQR policy, and (ii) their strategy for checking
πbackup is very slow, so they use heuristics to speed up
computation that invalidate their safety guarantee.

a) Contributions: We propose a novel algorithm (de-
picted in Figure 1), statistical MPS (SMPS), that addresses
the shortcomings of RMPS as follows: (i) we use techniques
from robust control [11] to analyze the safety of πLQR, using
Taylor’s theorem to bound the approximation error due to
linearization, and (ii) we use statistical verification [54, 40, 9],
which leverages sampling in conjunction with concentation
inequalities, to check whether πbackup can ensure safety. We
prove that our approach is guaranteed to be safe as long as the
nominal dynamics and its derivatives are Lipschitz continuous,
and the stochastic disturbances are bounded. Our experiments
show that at the same safety confidence level, our approach
can be more than 100× faster than RMPS.

b) Example: Consider the cart-pole, where the goal is
to move the cart as fast as possible without letting the pole
fall over. Here, π̂ performs well but may be unsafe. Safe
equilibrium points x ∈ Xeq are states where the pole is upright
and the cart is at rest. Then, πbackup is composed of (i) πLQR,
wich maintains safety in an invariant set Xinv around Xeq, and
(ii) πrec is trained to bring the moving cart-pole to Xinv. SMPS
uses π̂ to move the cart as long as the invariant that πrec can
safely bring the cart-pole to Xinv holds; otherwise, it switches
to πbackup to ensure safety.

II. BACKGROUND & RELATED WORK

There are three kinds of safe RL problems: (i) learn a policy
while heuristically satisfying safety [1, 52, 35]; however, these
approaches do not guarantee safety, (ii) prove that a policy
learned in simulation is safe before deploying it on a real
robot (our focus), and (iii) guarantee safety during learning. A
standard approach to (iii) is to reduce it to (ii) by modeling the
true dynamics as the known nominal dynamics plus a Gaussian
process (GP) encoding the unknown portion [18, 2, 10]. Then,

we can update the GP based on observed state transitions.
Finally, we ensure safety with high probability with respect to
the GP uncertainty, which is an instance of (ii). Our algorithm
can solve (iii) using this approach; see Section IV.

For (ii), given dynamics f : X ×U → X , where X ⊆ RnX
is the state space and U ⊆ RnU is the action space, and DNN
policy π̂ : X → U , the goal is to prove the robot is safe starting
from any initial state x0 ∈ X0 ⊆ X—i.e., the trajectory
x0, x1, ... defined by xt+1 = f(xt, π̂(xt)) satisfies xt ∈ Xsafe
for all t ∈ N, where Xsafe ⊆ X is a given safe set. For
now, we assume f is deterministic, and discuss the stochastic
case below. Safety over a finite horizon T can typically be
formulated as a constraint satisfaction problem [21]—e.g.,
if the dynamics are piecewise affine, it can be encoded as
an integer program [8]. For an infinite horizon, a standard
approach is to prove the existence of an invariant set—i.e.,
Xinv ⊆ X such that (i) f(x) ∈ Xinv for all x ∈ Xinv, and (ii)
X0 ⊆ Xinv ⊆ Xsafe; then, the robot is safe by induction on t.

Invariant sets can be constructed from a Lyapunov function
or a control barrier function [46], which can be computed
by solving the Lyapunov equation for linear dynamics [11],
a sum-of-squares program for polynomial dynamics [46], or
the Hamilton-Jacobi equation for nonlinear dynamics with
bounded Lipschitz constant [31, 18, 10]. However, the last
approach scales exponentially with the dimension of X .

In some cases, even if it is computationally intractable to
compute Xinv for π̂, we can do so for a simpler backup policy
πbackup. Then, we can safely use π̂ inside Xinv and use πbackup
near its boundary—i.e.,

πshield(x) =

{
π̂(x) if f(x, π̂(x)) ∈ Xinv

πbackup otherwise.

If Xinv is invariant for πbackup, it is also invariant for πshield.
This approach is called the simplex architecture [41, 42] or
shielding [3, 56]; it has been used for safe RL [37, 2, 13, 38].
However, computing Xinv for πbackup often remains intractable.

Rather than compute Xinv ahead-of-time, MPS checks
whether x ∈ Xinv on-the-fly. Consider a safe equilibrium
point—i.e., (x̄, ū) ∈ Zeq ⊆ X × U such that (i) f(x̄, ū) = x̄,
and (ii) x̄ ∈ Xsafe. At x̄, we can use ū to keep the robot safe
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for an infinite horizon. We assume that πbackup that satisfies
πbackup(x̄) = ū for all (x̄, ū) ∈ Zeq. Then, Xeq = {x̄ |
∃ū . (x̄, ū) ∈ Zeq} is an invariant set for πbackup. Thus, in
principle, we could use traditional shielding with πbackup and
Xinv = X0.

The shortcoming of this approach is that πbackup may have
a much larger invariant set; thus, it may unnecessarily switch
to πbackup even when it is safe to use π̂. Instead, at x ∈ X ,
MPS simulates πbackup and checks if πbackup safely transitions
the robot to a state x̄ ∈ Xeq. Since πbackup can ensure safety
from x̄, it can ensure safety from x as well. More precisely:

Definition II.1. A state x ∈ X is recoverable (denoted x ∈
Xrec) if for the trajectory x0, x1, ..., xN generated using πbackup
from x, there exists t ∈ {0, 1, ..., N} such that (i) xt ∈ Xeq,
and (ii) x0, x1, ..., xt ∈ Xsafe.

Then, we have the following [7]:

Theorem II.2. The set Xrec is invariant for πshield.

When π̂ is an MPC, this idea is called dual MPC [30, 29];
for safe RL with linear dynamics, it is called model predictive
safety certification (MPSC) [49, 50, 51].

Stochastic disturbances in f complicates this picture, since
ū may no longer keep the robot exactly at x̄. Instead, we
can typically use an LQR πzLQR to keep the robot near x̄,
since the dynamics are typically well-behaved near equilibrium
points. Now, suppose that we (i) establish the existence of
local invariant sets X zinv for πzLQR for each z ∈ Zeq, and (ii)
check that πbackup safely transitions the robot to some X zinv with
high probability. Then, we can obtain high probability safety
guarantees similar to the deterministic case.

For linear dynamics, (i) and (ii) can be addressed using
standard techniques [11]. For nonlinear dynamics, [27] uses
sampling in conjunction with learning theory bounds to solve
(ii); however, their approach is very sample inefficient. They
also use sampling to solve (i), but their technique is a heuristic
and does not guarantee safety. In contrast, our SMPS algorithm
uses a much more sample-efficient strategy to solve (ii), and
solves (i) using tools from linear control theory.

Finally, there has been work extending MPS to multi-agent
settings [55] and to human-robot interactive settings [19], but
both assume the robot dynamics are deterministic.

III. PROBLEM FORMULATION

Consider a dynamical system f : X × U × W → X
with states X , actions U , and disturbances W , which we
asssume to be i.i.d. samples w ∼ PW . Given a policy
π : X → U , the trajectory ζ(x0, π, ~w) = (x0, x1, ...) ∈ X∞
generated using π from x0 ∈ X for disturbances ~w ∼ P∞W
is xt+1 = f(xt, π(xt), wt). For now, we assume given a set
of invariant states Xinv from which πbackup can ensure safety;
both πbackup and Xinv are described in Section V. Our goal
is to ensure safety with high probability from initial states
X0 ⊆ Xinv.

Definition III.1. Given safe states Xsafe ⊆ X , initial states

X0 ⊆ Xinv, and ε ∈ (0, 1], a policy π is ε-safe if

P~w∼P∞
W

(ζ(x0, π, ~w) ⊆ Xsafe) ≥ 1− ε (∀x0 ∈ X0).

Given a learned policy π̂, our goal is to construct a shield
policy πshield that is ε-safe. Because our algorithm relies on
taking random samples to check safety, safety may fail to hold
due to the randomness in these samples—i.e., given δ ∈ (0, 1],
our algorithm ensures

P~α∼P∞
A

(πshield is ε-safe) ≥ 1− δ.

where α ∼ PtA is the randomness on step t of our algorithm.
We make the following assumption:

Assumption III.2. We assume that X ⊆ RnX , U ⊆ RnU , and
W ⊆ RnW ; that w ∼ PW is bounded ‖w‖2 ≤ wmax; and that
f , ∇xf , and ∇uf are L-Lipschitz continuous for ‖ · ‖2 on
Xsafe.

Remark III.3. Our approach extends to time-varying f , PW ,
and π̂, and to π̂ with latent state. Our approach also extends
to reinforcement learning where the dynamics have uncertain
parameters with a prior over these parameters such as a
Gaussian process [18, 2, 10]; see Appendix C. Our approach
similarly extends to partially observed states with a prior over
the initial state. Finally, our approach extends to disturbances
that are correlated within a trajectory, as long as the sequence
of disturbances ~w as a whole is i.i.d. across trajectories.

IV. STATISTICAL MPS

Our SMPS algorithm for computing πshield(x, t), shown in
Algorithm 1, combines π̂ with a backup policy πbackup that is
guaranteed to ensure safety starting from x0 ∈ Xinv for some
Xinv ⊆ Xsafe. For now, we assume that such πbackup and Xinv are
available; we describe how we construct them in Section V.

Assumption IV.1. Xinv is an invariant set for πbackup.

Then, SMPS checks whether πbackup can transition the
system to Xinv with high probability. To this end, given
~w ∼ PN+1

W (where N ∈ N is a hyperparameter), it simulates
a single step using π̂ followed by N steps using πbackup. If the
system reaches Xinv, then the invariant holds for this sample.
It uses K i.i.d. samples to check whether the invariant holds
with high probability. If so, it uses π̂; otherwise, it uses πbackup.

Definition IV.2. Given ~w ∈ WN+1, a state x ∈ Xsafe is ~w-
recoverable (denoted x ∈ X ~w

rec) if for the trajectory

x1 = f(x, π̂(x), w0)

xt+1 = f(xt, πbackup(xt), wt) (∀t ∈ {1, ..., N}),

there exists τ ∈ {1, ..., N} such that (i) x1, ..., xτ ∈ Xsafe, and
(ii) xτ ∈ Xinv.

In other words, x is ~w-recoverable if after taking one step
using π̂ and at most N subsequent steps using πbackup, the robot
reaches Xinv. In Algorithm 1, IsRecSingle returns whether x
is ~w-recoverable.
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Algorithm 1 Statistical model predictive shielding (SMPS).
Hyperparameters are N ∈ N and ε, δ ∈ (0, 1]; K(ε, δ, t) is
computed according to (1).

procedure SMPS(x, t)
if IsRec(x, t) then

return π̂(x)
else

return πbackup(x)
end if

end procedure
procedure ISREC(x, t)

for i ∈ {1, ...,K(ε, δ, t)} do
~w ∼ PN+1

W
if ¬IsRecSingle(x, ~w) then

return false
end if

end for
return true

end procedure
procedure ISRECSINGLE(x, ~w)

if x 6∈ Xsafe then
return false

end if
x← f(x, π̂(x), w0)
for τ ∈ {1, ..., N} do

if x ∈ Xinv then
return true

else if x 6∈ Xsafe then
return false

end if
x← f(x, πrec(x), wτ )

end for
return false

end procedure

Definition IV.3. Given ε ∈ (0, 1], a state x ∈ Xsafe is ε-
recoverable (denoted x ∈ X εrec) if

P~w∼PN+1
W

(x ∈ X ~w
rec) ≥ 1− ε.

In other words, x is ε-recoverable if it is ~w-recoverable
with probability at least 1 − ε with respect to ~w ∼ PN+1

W .
In Algorithm 1, IsRec checks whether x is εt-recoverable. Its
result is not guaranteed to be correct, but its result is correct
with probability at least 1− δt.

Finally, πshield uses π̂ if it determines that x is εt-
recoverable, and uses πbackup otherwise.

It remains to describe how many samples K(ε, δ, t) are used
to check recoverability. Due to the stochastic disturbances, we
must increase the recovery probability over time to ensure
safety. Let εt = 6ε/((t + 1)2π2) and δt = 6δ/((t + 1)2π2);
the identity

∑∞
t=1(1/t2) = π2/6 ensures

∑∞
t=0 εt = ε and∑∞

t=0 δt = δ. Thus, by a union bound, we can ensure πshield
is ε-safe with probability at least 1− δ. To achieve the desired

safety level at step t, we choose

K(ε, δ, t) = arg min
K∈N

K subj. to (1− εt)K ≤ δt

=

⌈
log(1/δt)

log (1/(1− εt))

⌉
, (1)

where the second line follows by solving for K. Intu-
itively, each check IsRecSingle is a Bernoulli random variable
Bernoulli(µ), and IsRec returns that x is εt-recoverable if none
of the K random draws b ∼ Bernoulli(µ) are b = false. Then,
the left-hand side of the constraint in (1) bounds the probability
that the algorithm makes a mistake—i.e., x is recoverable for
all K samples but x is not ε-recoverable. Thus, the constraint
in (1) bounds the probability of a mistake by δ. We have the
following safety guarantee, which we prove in Appendix A:

Theorem IV.4. P~α∼P∞
A

(πshield is ε-safe) ≥ 1− δ.

Remark IV.5. We expect that pratical implementations will
use constant values εt = ε and δt = δ. This approach does not
ensure safety for an infinite horizon, but provides a per-step
safety guarantee in line with previous work [51, 27]. Some
prior work ensures safety for an infinite horizon [18, 2, 10],
but they rely on an assumption that the true dynamics are
deterministic.

Remark IV.6. The running time of our algorithm on step t
is O(N ·K(ε, δ, t)) due to the call to IsRec (assuming π̂ and
πbackup run in constant time); furthermore, it is easy to see that
K(ε, δ, t) = O(log(1/δt)/εt). If necessary, we can add a time
out and have IsRec return false if it runs out of time.

V. BACKUP POLICY

Our backup policy relies on safe equilibrium points of
f where the robot remains safely at rest—i.e., points z =
(x̄, ū) ∈ Zeq ⊆ X × U such that (i) x̄ = f(x̄, ū, 0), and (ii)
x̄ ∈ Xsafe. Then, πbackup consists of (i) a recovery policy πrec
that attempts to transition the robot to a safe equilibrium point
z, and (ii) a family of LQR policies πzLQR for each z ∈ Zeq
that, if the robot is already near z, keeps it near z.

Recovery policy We begin by describing πrec, which is
designed to attempt to transition the robot to a safe equilibrium
point. We note that our algorithm ensures safety regardless of
πrec; instead, a better choice of πrec improves the performance
of πshield. We use RL to πrec. First, we use initial state
distribution drec—to sample x ∼ drec, we (i) sample an
initial state x0 ∼ d0, where d0 is a distribution over X0,
(ii) sample a time horizon t ∼ Uniform({0, ..., T − 1}),
where T ∈ N is a hyperparameter, (iii) compute the trajectory
x0, x1, ..., xt obtained using π̂ from x0, and (iv) reject if
xt 6∈ Xsafe and take x = xt otherwise. Second, we use reward
rrec(x, u) = −‖x− x̄‖2, where (x̄, ū) ∈ Zeq is such that x̄ is
closest to x. Then, we use RL to learn

πrec = arg max
π

Ex0∼drec, ~w∼P∞
W

( ∞∑
t=0

γt · rrec(xt, ut)

)
,

where ut = πrec(xt) and xt+1 = f(xt, ut, wt).
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a) LQR policy: Next, we describe πzLQR. Intuitively, near
z = (x̄, ū) ∈ Zeq, f is closely approximated by its lineariza-
tion, so we can use a linear-quadratic regulator (LQR) to keep
the robot near z [11]. In particular, consider the approximation

f(x, u, w) ≈ f(x̄, ū, 0) +A(x− x̄) +B(u− ū)

= x̄+A(x− x̄) +B(u− ū) (2)

of f , where A = ∇xf(x̄, ū, 0) and B = ∇uf(x̄, ū, 0); note
that we have both linearized f and ignored the disturbance w.
Then, we compute the LQR K for the linear dynamics A,B
(we choose the costs Q and R to be the identity). As long as
the error in (2) is small, then we can keep the robot near z
using the policy

πzLQR(x) = ū+K(x− x̄),

in which case (2) becomes

f(x, πzLQR(x), w) ≈ x̄+ (A+BK)(x− x̄). (3)

Next, recall that we want to use πzLQR to keep the robot safely
near z. To determine when we can use πLQR, we additionally
need to compute the region where πLQR can be used to ensure
safety. In particular, we compute an invariant set X zinv for
πzLQR—i.e., (i) πzLQR(x) ∈ X zinv for all x ∈ X zinv, and (ii)
X zinv ⊆ Xsafe.

We consider X zinv of the form X zinv = B2(x̄, rz)—i.e., the
L2 ball around x̄ of some radius rz ∈ R>0 to be determined.
Then, (i) is equivalent to

‖(A+BK)(x− x̄) + ∆x,w‖2 ≤ rz (4)

for all x ∈ B2(x̄, rz), where

∆x,w = f(x, πzLQR(x), w)− x̄− (A+BK)(x− x̄)

is the approximation error in (3). Now, note that if (i) ‖A +
BK‖2 ≤ α for some α ∈ [0, 1), and (ii) rz ≥ ‖∆x,w‖2/(1−
α), then (4) holds—in particular,

‖(A+BK)(x− x̄) + ∆x,w‖2 ≤ αrz + ‖∆x,w‖2 ≤ rz

for all x ∈ B2(x̄, rz). Thus, it suffices to choose the largest
rz such that (i) rz ≥ ‖∆x,w‖2/(1− α) for all x ∈ B2(x̄, rz)
and w ∈ W , and (ii) B2(x̄, rz) ⊆ Xsafe.

To compute such an rz , we need to bound ∆x,w.

Lemma V.1. For any r ∈ R>0, we have

‖∆x,w‖2 ≤ ∆max(r) = Lwmax +
L(1 + ‖K‖2)n

3/2
X r2

2

for all x ∈ B2(x̄, r) and w ∈ W .

This result is follows from Taylor’s theorem and Assump-
tion III.2; see Appendix B for a proof. Note that the bound
on ∆x,w depends on a parameter r ∈ R>0—in particular, it
holds for all x ∈ B2(x̄, r) (larger r is better), but its magnitude
depends r (smaller r is better). Based on this result, it suffices
to choose

rz = max
r∈R>0

∆max(r)/(1− α) subj. to B2(x̄, r) ⊆ Xsafe.

Then, we take X zinv = B2(x̄, rz); if no solution exists, we take
X zinv = ∅. Based on our discussion, we have:

Lemma V.2. X z is an invariant set for πzLQR.

We briefly comment on the condition ‖Ã‖2 ≤ α, where
Ã = A+BK. Note that this condition is basis dependent; if we
change basis to the eigenbasis of Ã (assuming it exists), then
‖Ã‖2 equals the maximum eigenvalue ρ(Ã) of Ã. In this case,
the condition is equivalent to ρ(Ã) ≤ α for some α ∈ [0, 1).
This condition is equivalent to stability of the discrete-time
linear dynamical system x̃t+1 = Ãx̃t [11]. Intuitively, z ∈ Zeq
satisfies this condition as long as control actions can be taken
to keep the system at x̄. Practical examples include holding the
brakes in an autonomous car or keeping a landed quadcopter at
rest. In addition, for the inverted pendulum and the cart-pole,
keeping the pole in the upright position satisfies this condition;
similarly, a typical walking robot in the upright position also
satisfies this condition.

b) Backup policy: Finally, our backup policy is

πbackup(x) =

{
πzLQR if x ∈ X zinv

πrec otherwise.

If multiple z ∈ Zeq satisfy x ∈ X zinv, it chooses z = (x̄, ū)
such that x̄ is closest to x. Finally, define

Xinv =
⋃
z∈Zeq

X zinv.

Then, Lemma V.2 implies the following result, which says that
πbackup and Xinv satisfy Assumption IV.1:

Theorem V.3. Xinv is an invariant set for πbackup.

VI. EXPERIMENTS

We evaluate SMPS on several tasks, showing it ensures
safety in a scalable way. All experiments are run on a 2.9
GHz Intel Core i9 CPU with 32GB memory.

a) Tasks: First, we consider the cart-pole [6] with contin-
uous actions. Our goal is for the cart to have a target velocity
of v0 = 0.1 (i.e., move to the right). The safety constraint is
that the pole angle does not exceed θmax = 0.15 rad from up-
right. The initial state distribution is Uniform([−0.05, 0.05]4).
Second, we consider a bicycle [45, 36], which has 4D states
(x, y, v, θ), where (x, y) is the front of the car, v is the velocity,
and θ is the heading, and a 2D actions (a, ψ), where a is
the acceleration and ψ is the steering angle. We assume that
|a| ≤ amax = 0.25. The goal is to get from the initial state
(0, 0, 0, 0) to the target x = 1. The bicycle must avoid two
obstacles, which have x positions 0.4 and 0.7, y positions
sampled i.i.d. from Uniform([−0.05, 0.05]), and radius 0.05.

b) Reinforcement learning: We use backpropagation-
through-time (BPTT)—i.e., backpropagate through both the
policy and the dynamics—to learn π̂ and πrec. Each policy
is a single-layer neural network with 200 hidden units and
ReLU activations. For the bicycle, we include the y positions
of the obstacles as inputs. For each task, we train using a time
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Fig. 2. For cart-pole (top) and bicycle (bottom): Reward (gray) and safety probability (red) for original (left) and modified (middle) environments, and
probability of using of π̂ (green), πrec (blue), and πLQR (red) as a function of t on the original cart-pole and bicycle environments (right). For modified
cart-pole, we threshold reward at 2.0; “No Shield” achieves larger reward using unsafe behavior. We show means (all) and standard errors (left, middle) over
100 random rollouts.

horizon T = 200 steps and a discount factor γ = 0.99. We
use ADAM with a learning rate tuned using cross validation.

c) Shielding: For the cart-pole, the equilibrium points
are ((x, 0, 0, 0), 0)—i.e., keep the cart still and the pole up-
right. For the bicycle, they are ((x, y, 0, θ), (0, 0)). We choose
recovery horizon N = 100. We choose ε = δ = 0.95, so we
need K = 59 samples per step.

d) Modified problems: Changes in the planning
problem—e.g., different configurations of obstacles, longer
time horizon, or increased noise—can cause π̂ to become
unsafe to use, since it is tailored to perform well in the
original problem. To demonstrate how MPS can ensure safety
in the face of such changes, we consider modifications to the
cart-pole and bicycle. First, for the cart-pole, we perform two
changes: (i) we increase the time horizon—though π̂ and πrec
are trained with a time horizon of T = 200, we use them to
control the robot for a time horizon of T = 1000, and (ii)
we add i.i.d. Gaussian random noise to the state at each step.
Second, for the bicycle, we also perform two changes: (i) we
enlarge the obstacles to have radius 0.2, compared to 0.05
originally, and (ii) we add i.i.d. Gaussian random noise to the
action at each step.

e) Results: In Figure 2 (left, middle), we show both the
reward achieved for cart-pole, bicycle, and their modifications.
We show results for (i) π̂ (“No Shield”), (ii) πshield without
πrec—i.e., using N = 0 (“No Recovery”), and (iii) πshield
(“Ours”). The reward shown is the actual performance—z for
cart-pole (i.e., distance traveled by the cart), and x for the
bicycle (i.e., distance traveled towards the target)—rather than
the shaped reward used to learn π̂. The rewards are the ones
obtained either at the end of a rollout, or just before an unsafe
state is reached. While our shielded policy (with N = 100)
sometimes achieves reduced reward compared to π̂, it always

achieves perfect safety. We note that π̂ can achieve higher
reward than πshield in cases where the reward function does
not measure safety in any way.

We also show the safety probability—i.e., the probability
that a random rollout is safe for the entire rollout. All of
our shielded policies (i.e., both N = 0 and N = 100)
achieve perfect safety. The learned policy π̂ achieves good
safety probability on the original cart-pole. Surpringly, it does
not perform well for the original bicycle environment; we
observed that it is safe for the majority of each rollout, but
invariably has an accident at some point. As expected, it
performs very poorly on both modified environments, since
training did not account for these modifications.

f) Policy usage: In Figure 2 (right), for πshield with
N = 100, we show the probability of using π̂, πrec, and
πLQR as a function of time t, on the original cart-pole and
bicycle environments. For cart-pole, πshield initially uses πLQR
to upright the pole, and then proceeds to use a combination of
π̂ and πrec. For the modified environment (plot omitted), πshield
inevitably switches to using πLQR only—π̂ acts pathologically
(and unsafely) for states with large z, since it was not trained
on these states. For the bicycle, in about half the rollouts, πshield
switches to πLQR and does not make further progress, likely
because the obstacle was blocking the way. For the remaining
rollouts, πshield uses π̂ for most of the rollout. For the modified
environment (plot omitted), πshield almost always uses πLQR.

g) Running time: We study the running time of πshield—
i.e., how long it takes to compute a single action u = πshield(x).
In Figure 3 (middle), we show the average running time varies
as a function of the number of samples K, on cart-pole. As
expected, the running time scales linearly with K.

In Figure 3 (right), we show how the average running time
varies as a function of the recovery steps N , on cart-pole.
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0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.2

0.4

0.6

0.8

1.0

No Shield No Recovery Ours
Pr[Safe]Re

w
ar

d

0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.2

0.4

0.6

0.8

1.0

No Shield No Recovery Ours

Pr[Safe]Re
w

ar
d

Fig. 4. Reward (gray) and safety probability (red) for the half-cheetah (top left), the original ant (top middle), the modified ant (top right), the original bicycle
with LIDAR observations (bottom left), the fast bicycle with LIDAR observations (bottom middle). We also show a visualization of the LIDAR bicycle; the
bicycle is the black circle, the black lines are walls, and the blue lines are LIDAR rays.

As expected, for N = 100, the running time is about 100×
the running time of π̂ (36.0ms vs. 0.2ms), since it simulates
the dynamics for 100 steps. We believe this overhead is an
acceptable cost for guaranteeing safety. The worst case running
time is linear in N , but can be sublinear if πrec reaches an
invariant state in fewer than N steps.

h) Need for a recovery policy: Our results demonstrate
the importance of using πrec—when N = 0, πshield only
uses πLQR, and makes no progress. In Figure 3 (right), we
additionally show how reward varies as a function of the
recovery steps N for modified cart-pole. There is a large
improvement even for N = 25; performance then levels off,
with N = 75 and N = 100 achieving similar reward.

i) Comparison to RMPS: We compare our approach to
RMPS [27], which uses robust optimization to compute πrec
at each step, focusing on the cart-pole. They provide similar
guarantees to our per-step guarantees—i.e., given ε, δ ∈ R>0,
it guarantees that the system is safe on the next step with
probability at least 1− ε with respect to the stochastic distur-
bances and at least 1−δ with respect to the randomness of the
algorithm. For ε = δ = 0.1, we estimate that their algorithm

takes 11.88 seconds per step on average, whereas ours takes
0.15 seconds per step on average. For ε = δ = 0.05, theirs
takes 56.92 seconds per step whereas ours takes 0.39 seconds
per step. For ε = δ = 0.01, theirs takes 1958.37 seconds per
step whereas ours takes 3.03 seconds per step.

Our technique outperforms theirs because we use samples
directly to check safety. In contrast, they use samples to esti-
mate reachable sets, and use bounds from statistical learning
theory to obtain guarantees; then, they use these reachable sets
to check safety. Formally, they require Õ(nX/ε

2) samples per
step, whereas we only require Õ(1/ε) samples per step.

j) Comparison to ahead-of-time verification: We com-
pare our approach to ahead-of-time verification. One challenge
is that these techniques typically only perform verification for
a bounded state space or for a bounded time horizon T . In
Figure 3, we show how the running time of a state-of-the art
verification algorithm scales as a function of T for verifying a
cart-pole policy [8]. The y-axis is log-scale—thus, verification
is exponential in T . Even for T = 25, it takes about 24 minutes
to perform verification. Though this computation is offline, it
quickly becomes intractable for large T . As a rough estimate,
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the running time grows 102× from T = 10 to T = 20;
extrapolating this trend, the running time for T = 200 would
be over 1030 years. In contrast, our approach not only ensures
safety for an unbounded horizon, but is also substantially more
computationally feasible.

k) LIDAR bicycle: We consider a variant of the bicycle
based on [20], with LIDAR observations and driving in a
hallway (visualized in Figure 4). The fact that the environment
is partially observed complicates shielding. We use a strategy
where we always ensure that the bicycle can come to a stop in
the region visible based on the LIDAR readings. We consider
both the original bicycle environment used for training, as well
as an environment where the maximum speed of the bicycle
is increased. We show results in Figure 4 (top); the trends are
the same as for the cart-pole and bicycle.

l) MuJoCo: We consider the MuJoCo half-cheetah and
ant environments [12]. For the half-cheetah, the safety property
is that the head of the cheetah should not fall below a certain
height, and the reward is to move as far as possible from
the starting point. For the ant, the safety property is that the
ant should not collide with an obstacle. We do not have the
closed-form dynamics, so we cannot analytically bound the
Lipschitz constant; instead, we use a sampling-based heuristic
to estimate Xinv for the LQR around the origin [28, 27]. For
the half-cheetah, the learned policy π̂ was not always safe
even for the original environment, so we did not consider a
modified environment. For the ant, we consider a modified
environment where the obstacle position has been changed.
We show results in Figure 4.

VII. CONCLUSION

We have proposed a novel algorithm for safe reinforcement
learning in the general setting of stochastic nonlinear dynam-
ics. Our approach uses sampling to verify safety, enabling it
to scale orders of magnitude better than prior approaches. We
leave much room for future work—e.g., further improving the
scalability of our approach, and demonstrating its ability to
ensure safety on real robotics systems.
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APPENDIX A
PROOF OF THEOREM IV.4

First, we have the following:

Lemma A.1. If IsRecoverable(x, t) returns true, then

Pα∼PtA(x ∈ X εtrec) ≥ 1− δt,

where α ∼ PtA is the randomness in the K(ε, δ, t) samples
~w ∼ PN+1

W taken by IsRecoverable.

Proof: In the execution of IsRecoverable(x, t), let ~wi ∼
PN+1
W be the i.i.d. sample drawn on the ith iteration of the

for-loop, where i ∈ {1, ...,K} and K = K(ε, δ, t). Then,
the value bi = IsRecoverableSingle(x, ~w) ∈ {0, 1} is an i.i.d.
Bernoulli random variable (where we represent true by 1 and
false by 0). Note that

p = P~wi∼PN+1
W

(bi = 0) = P~wi∼PN+1
W

(x 6∈ X ~w
rec),

and the goal of IsRecoverable(x, t) is to check whether p < εt.
We need to show that the probability IsRecoverable(x, t)

returns true given that p ≥ εt is bounded by δt. To this end,
assume that p ≥ εt. Note that IsRecoverable(x, t) returns true
only if bi = 1 for every i ∈ {1, ...,K}. We have

P~w1,..., ~wK∼PN+1
W

(IsRecoverable(x, t) = true)

= P~w1,..., ~wK∼PN+1
W

(∀i ∈ {1, ...,K} . bi = 1)

=

K∏
i=1

P~wi∼PN+1
W

(bi = 1)

= (1− p)K

≤ (1− εt)K

< δt.

The claim follows.
Now, our proof of safety proceeds in two steps. First, we

consider the following ideal shield policy π∗shield, defined by

π∗shield(x, t) =

{
π̂(x) if x ∈ X εtrec

πbackup(x) otherwise.

This policy is the variant of πshield where IsRecoverable never
makes mistakes, so any unsafety is due to randomness in the
transitions. First, we show that φεsafe(π

∗
shield) holds:

Lemma A.2. Assume we are using policy π∗shield. For any t ∈
N and any xt ∈ X̃ ε,trec = X εtrec ∪ Xinv, we have

P~w∼PN+1
W

(φ~w,trec ) ≥ 1− εt,

where φ~w,trec is the event that there exists τ ∈ {1, ..., N} such
that (i) xt+1, ..., xt+τ ∈ Xsafe, and (ii) xt+τ ∈ X̃ t+τrec , assuming
the disturbances are ~w.

Proof: First, consider the case xt ∈ Xinv \ X εtrec. In this
case, π∗shield chooses to use πbackup. Since Xinv is invariant for
πbackup, we have xt+1 ∈ Xinv, so φε,trec holds.

Second, consider the case xt ∈ X εtrec. It suffices to show that
φ~w,trec always holds on the event xt ∈ X ~w

rec; by the definition of
X εtrec, this event holds with probability at least 1 − εt, so the
claim follows.

Consider the smallest τ ∈ {1, ..., N} (if any) such that π∗shield
chooses to use π̂ at state xt+τ . Then, it must be the case
that xt+τ ∈ X εt+τrec . Furthermore, since π∗shield used πbackup at
each state xt+σ where σ ∈ {1, ..., τ − 1}, and since we have
assumed xt ∈ X ~w

rec, it follows that xt+σ ∈ Xsafe for each σ.
Thus, φ~w,trec holds.

If no such τ exists, then π∗shield chooses to use πbackup in
every state xt+τ . Since we have assumed xt ∈ X ~w

rec, it follows
that there exists τ ∈ {1, ..., N} such that xt+1, ..., xt+τ ∈ Xsafe

and xt+τ ∈ Xinv. Thus, φ~w,trec holds. The claim follows.
In other words, Lemma A.2 says that if we are currently

in X̃ ε,trec , then with probability at least 1− εt, we safely return
to xt ∈ X̃ ε,t+τrec for some τ ∈ {1, ..., N}. If εt = ε were
constant, then Lemma A.2 would say that X̃ εrec = X̃ ε,trec is a
probabilistically safe recurrent set for π∗shield—i.e., if xt ∈ X̃ εrec,
then with probability at least 1 − ε, we safely return to X̃ εrec
in within N + 1 steps. Lemma A.2 accounts for the fact that
X̃ εrec shrinks over time.

Our next result enables us to deduce safety from existence
of safely recurrent sets:

Lemma A.3. Consider an arbitrary sequence of states
x0, x1, .... Suppose that there exists sets X trec ⊆ Xsafe indexed
by t ∈ N such that x0 ∈ X 0

rec, and for each t ∈ N,

(xt 6∈ X trec) ∨ φtrec (5)

holds, where φtrec is the event that there exists τ ∈ {1, ..., N}
such that (i) xt+1, ..., xt+τ ∈ Xsafe, and (ii) xt+τ ∈ X t+τrec .
Then, xt ∈ Xsafe for all t ∈ N.

Proof: Suppose to the contrary that xt 6∈ Xsafe for some
t ∈ N. Let t′ ∈ {0, 1, ..., t − 1} be the largest time step such
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that xt′ ∈ X t
′

rec. Such a t′ must exist since we have assumed
x0 ∈ X 0

rec. Now, by assumption, there exists τ ∈ {1, ..., N}
such that xt+1, ..., xt+τ ∈ Xsafe and xt+τ ∈ X t+τrec . Since t′ is
the largest time step less than t such that xt′ ∈ X t

′

rec, we must
have t′ < t < t + τ . But we also have xt ∈ Xsafe for every
such t. Thus, we have reached a contradiction, and the claim
follows.

Next, we show that as a consequence, π∗shield is safe:

Lemma A.4. We have φεsafe(π
∗
shield).

Proof: Fix an initial state x0 ∈ X0, and consider the
events

Et(~w) = (xt 6∈ X̃ ε,trec ) ∨ φ~wt:t+N ,trec ,

for t ∈ N, where ~w ∈ W∞, ~w0:t = (wt, ..., wt+N ), and
φ
~wt:t+N ,t
rec is as defined in Lemma A.2. It follows straightfor-

wardly from Lemma A.2 that for all t ∈ N, we have

P~w∼P∞
W

(Et(~w)) ≥ 1− εt.

Taking a union bound, and using the fact that
∑∞
t=0 εt = ε,

we have

P~w∼P∞
W

(E(~w)) ≥ 1− ε,

where

E(~w) = ∀t ∈ N . Et(~w).

Now, note that on event E(~w), the assumptions in Lemma A.3
are satisfied for the trajectory x0, x1, ... obtained using π∗shield
with disturbances ~w, and for the sequence of sets X̃ ε,trec —in
particular,

x0 ∈ X0 ⊆ Xinv ⊆ X̃ ε,0rec ,

and Et(~w) is exactly the assumption (5). It follows that
x0, x1, ... ∈ Xsafe on event E(~w). The claim follows.

Next, we show that πshield acts exactly the same way as
π∗shield with probability 1− δ:

Lemma A.5. For a fixed initial state x0 ∈ X0 and sequence
of disturbances ~w ∈ W∞, let x0, x1, x2, ... be the trajectory
obtained by using πshield, and let x′0 = x0, x

′
1, x
′
2, ... be the

trajectory obtained by using π∗shield. Then, we have

P~α∼P∞
A

(∀t ∈ N . xt = x′t) ≥ 1− δ.

Proof: By Lemma A.1, for every t ∈ N, we have

Pα∼PtA(IsRecoverable(xt, t) = xt ∈ X εtrec) ≥ 1− δt.

Taking a union bound, and using the fact that
∑∞
t=0 δt = δ,

we have

P~α∼P∞
A

(E) ≥ 1− δ,

where

E(~α) = ∀t ∈ N . IsRecoverable(xt, t) = xt ∈ X εtrec.

Now, to prove the claim, it suffices to prove that on event
E(~α), xt = x′t for all t ∈ N. We prove by induction. The base

case t = 0 follows by assumption. The inductive case follows
since on event E(~α), we have

xt+1 = πshield(xt) = π∗shield(xt) = π∗shield(x′t) = x′t+1.

The claim follows.
Finally, we prove Theorem IV.4.

Proof: Fix an initial state x0 ∈ X0. Let E(~α) be the
event in the statement of Lemma A.5—i.e., for a fixed initial
state x0 ∈ X0 and sequence of disturbances ~w ∈ W∞, the
trajectory x0, x1, x2, ... obtained by using πshield is identical to
the trajectory x′0 = x0, x

′
1, x
′
2, ... obtained by using π∗shield.

As a consequence, x0, x1, x2, ... ∈ Xsafe if and only if
x′0, x

′
1, x
′
2, ... ∈ Xsafe. In other words, by Lemma A.4, on event

E(~α), we have

1− ε ≥ P~w∼P∞
W

(∀t ∈ N . x′t ∈ Xsafe)

= P~w∼P∞
W

(∀t ∈ N . xt ∈ Xsafe).

By Lemma A.5, we have P~α∼P∞
A

(E(~α)) ≥ 1− δ. The claim
follows.

APPENDIX B
PROOF OF LEMMA V.1

First, we have the following result bounding the Taylor
series approximation error [39]:

Theorem B.1. (Taylor’s theorem) Let g : Rd → R be twice
continuously differentiable and x̄ ∈ Rd. For all x ∈ Rd, there
exists ξ ∈ Rd of the form ξ = x̄+ c(x− x̄), where c ∈ [0, 1],
such that

g(x) = g(x̄) +∇xg(x̄)(x− x̄) +
1

2
(x− x̄)>∇2

xg(ξ)(x− x̄).

Now, consider the linear approximation ḡ : Rd → R of
g : Rd → R near x̄ ∈ Rd defined by

g(x) ≈ ḡ(x) = g(x̄) +∇xg(x̄)(x− x̄).

Suppose that all derivatives of g are L-Lipschitz continuous
for ‖ · ‖2. Then, each entry in ∇2

xg(x) is uniformly bounded
in absolute value by L. Thus, we have

|g(x)− ḡ(x)| ≤ ‖∇
2
xg(ξ)‖2

2
‖x− x̄‖22

≤ ‖∇
2
xg(ξ)‖F

2
‖x− x̄‖22

≤ Ld

2
‖x− x̄‖22.

As we describe next, we apply this result to each component
of the dynamics to prove Lemma V.1.

In particular, let z = (x̄, ū) ∈ Zeq be a safe equilibrium
point, let K ∈ RnX×nU be the LQR for z, and let f̃ : X ×
W → X be the closed-loop dynamics f̃(x,w) = f(x,Kx,w).
Consider the approximation

f̃(x,w) ≈ f̄(x)

= f̃(x̄, 0) +∇xf̃(x̄, 0)(x− x̄)

= x̄+∇xf̃(x̄, 0)(x− x̄),
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Algorithm 2 Generate a trajectory from x0 for dynamics f
with uncertain parameters θ ∼ PΘ.

procedure RUNUNCERTAINSMPS(x0)
f̂ ← CONSTRUCTHISTORYMDP(f)
ζ̂ ← RUNSMPS(x0) using dynamics f̂ and disturbance

bound wmax + θmax
ζ ← (x0, x1, ...) where ζ̂ = ((x0, h0), (x1, h1), ...)
return ζ

end procedure

where the second inequality follows since we have assumed
that x̄ is an equilibrium point. Our goal is to bound the
approximation error

w̃ = f̃(x,w)− f̄(x),

which includes both the disturbance w and the linearization
error. To this end, we have

‖w̃‖2 = ‖f̃(x,w)− f̄(x)‖2
≤ ‖f̃(x,w)− f̃(x, 0)‖2 + ‖f̃(x, 0)− f̄(x)‖2

≤ L‖w‖2 +
L̃n

3/2
X

2
‖x− x̄‖22

≤ Lwmax +
L̃n

3/2
X r2

2
,

where the first term is bounded since f̃ is L-Lipschitz con-
tinuous in w and since ‖w‖2 ≤ wmax, and the second term
is bounded by the above discussion applied independently to
each component of f̃(x, 0)− f̄(x). The claim follows.

APPENDIX C
EXTENSION TO GAUSSIAN PROCESSES

Consider dynamics f : X × U × W × Θ → X , where
θ ∈ Θ ⊆ RnΘ are unknown parameters to be estimated
from observations. To ensure safety, we must bound the initial
uncertainty; we assume a prior θ ∼ PΘ such as a Gaussian
process [18, 2, 10]. Given initial state x0 ∈ X0, policy
π : X → U , disturbances ~w ∼ P∞W , and parameters θ ∼ PΘ,
the corresponding trajectory is ζ(x0, π, ~w, θ) = (x0, x1, ...) ∈
X∞, where xt+1 = f(xt, π(xt), wt, θ).

Assumption C.1. Given ε′ ∈ R>0, there exists θmax ∈ R>0

such that Pθ∼PΘ
(‖θ‖2 ≤ θmax) ≥ 1− ε′.

To handle this setting, we apply SMPS to the history
MDP that records the history of observations h ∈ H ⊆⋃∞
t=0(X × U × X )t. Then, we use the posterior estimate

p(θ | h) = PΘ,h(θ) of θ to sample the next state. For
simplicity, we assume PΘ,h can be reparameterized—i.e.,
θ ∼ PΘ,h has distribution equal to that of g(ψ, h), where
g : Ψ × H → Θ, ψ ∈ Ψ ⊆ RnΨ , and ψ ∼ PΨ is
an i.i.d. random variable. Then, the history MDP has states
X̂ = X × H, actions Û = U , disturbances Ŵ = W × Ψ,
where PŴ((w,ψ)) = PW(w) · PΨ(ψ), and transitions f̂ :

X̂ × Û × Ŵ → X̂ , where

f̂((x, h), u, (w,ψ)) = (x′, h ∪ [(x, u, x′)])

where

x′ = f(x, u, w, g(ψ, h)).

We can use f̂ in conjunction with SMPS; see Algorithm 2. It
uses wmax + θmax as the disturbance bound instead of wmax.
We have the following guarantee:

Theorem C.2. We have

Pα∼P∞
A

(Aε,ε′) ≥ 1− δ,

where Aε,ε′ is the event

Pθ∼PΘ, ~w∼P∞
W

(ζ(x0, πshield, ~w, θ) ⊆ Xsafe) ≥ 1− ε− ε′.

For example, suppose PΘ is a Gaussian process—i.e., θ ∼
PΘ is a function θ : X × U ×W → X , and

f(x, u, w, θ) = f0(x, u, w) + θ(x, u, w),

where f0 : X × U × W; we assume θ(x, u, w) is uniformly
bounded with probability at least 1 − ε′ [10]. Given h ∈ H,
we have

PΘ,h,x,u,w = N (µ(h, x, u, w), σ(h, x, u, w)2),

so letting ψ ∼ N (0, 1) be an i.i.d. Gaussian random variable,
we have

f̂((x, h), u, (w,ψ))

= f0(x, u, w) + µ(h, x, u, w) + σ(h, x, u, w) · ψ.

We now prove Theorem C.2. First, consider a trajectory in the
history MDP—i.e.,

ζ̂(x̂0, π̂, ~̂w) = x̂0, x̂1, ... = (x0, h0), (x1, h1), ...

where

x̂t+1 = f̂(x̂t, π̂(x̂t), ŵt).

Then, given x0 ∈ X , π : X → U , ~w ∼ P∞W , and ~ψ ∼ PΨ,
let x̂0 = (x0,∅) ∈ X̂ , π̂ : X̂ → Û be defined by π̂((x, h)) =
π(x), and

~̂w = (w0, ψ0), (w1, ψ1), ...

Then, we can construct the projected trajectory

ζ̄(x0, π, ~w, ~ψ) = x0, x1, ...

by constructing

ζ̂(x̂0, π̂, ~̂w) = (x0, h0), (x1, h1), ...

and projecting out the histories ht for all t ∈ N.

Lemma C.3. Given x0 ∈ X , policy π : X → U , and
~w ∼ P∞W , the random variable ζ(x0, π, ~w, θ) ∈ X∞, where
θ ∼ PΘ, is equal in distribution to the random variable
ζ̄T (x0, π, ~w, ~ψ) ∈ X∞, where ~ψ ∼ P∞Ψ —i.e.,

Pθ∼PΘ

(
ζ(x0, π, ~w, θ) ∈ E

)
= P~ψ∼P∞

Ψ

(
ζ̄(x0, π, ~w, ~ψ) ∈ E

)
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for all events (i.e., measurable sets) E over X∞.

Proof. First, we show that the distribution of
ζT (x0, π, ~w, θ) ∈ X T+1, where θ ∼ PΘ, equals the
distribution of ζ̄T (x0, π, ~w, ~ψ) ∈ X T+1, where ~ψ ∼ P∞Ψ ;
here, ζT and ζ̄T denote partial trajectories up to time T ∈ N.
We prove by induction on T . The base case T = 0 follows
since x0 is constant. For the inductive case, let ζT (x0, π, ~w, θ)
have distribution p(x0, x1, ..., xT , xT+1), and ζ̄T (x0, π, ~w, ~ψ)
have distribution p̄(x0, x1, ..., xT , xT+1). Then, we have

p(x0, x1, ..., xT , xT+1)

= p(xT+1 | x0, x1, ..., xT ) · p(x0, x1, ..., xT ),

and similarly for p̄. By induction, we have p(x0, x1, ..., xT ) =
p̄(x0, x1, ..., xT ); thus, it suffices to show that p(xT+1 |
x0, x1, ..., xT ) = p̄(xT+1 | x0, x1, ..., xT ). For p, we have

xT+1 = f(xT , uT , wT , θ),

where θ ∼ PΘ,hT is the posterior distribution of θ given
history hT = (x0, u0, x1), ..., (xT−1, uT−1, xT ) ∈ H and
ut = π(xt) for t ∈ {0, ..., T}. By assumption, the distribution
of θ equals that of g(ψ, ht), where ψ ∼ PΨ, so for p, we have

xT+1 = f(xT , uT , wT , g(ψ, hT )),

where ψ ∼ PΨ i.i.d. For p̄, we have

xT+1 = f(xT , uT , wT , g(ψT , hT )),

where ψT ∼ PΨ i.i.d. Now, we note that the probability
measure of ζ(x0, π, ~w, θ) and ζ̄(x0, π, ~w, ~ψ) on the infinite
product space X∞ is the product measure. Consider sets of
the form E =

∏∞
t=0Et ⊆ X∞, where Et ⊆ X is the

tth component of E, where E is measurable and only has
nontrivial components—i.e., Et ∈ {∅,X} for all but finitely
many t ∈ N; these sets are the cylindrical sets, and form a
generating family for the measurable sets of X∞ under the
product measure [44]. Thus, to prove that ζ(x0, π, ~w, θ) is
equal in distribution to ζ̄(x0, π, ~w, ~ψ), it suffices to prove that
their probabilities are equal for all such events.

To this end, consider such a set E, let T = {t1, ..., tk} be
the nontrivial components, and let T = max{t1, ..., tk}. Note
that we can assume Et = X for all t 6∈ T , since otherwise the
probability of E is zero for both random variables. We have

Pθ∼PΘ

(
ζ(x0, π, ~w, θ) ∈ E

)
= Pθ∼PΘ

(
∀t ∈ N . ζ(x0, π, ~w, θ)t ∈ Et

)
= Pθ∼PΘ

(
∀t ∈ {0, 1, ..., T} . ζ(x0, π, ~w, θ)t ∈ Et

)
= Pθ∼PΘ

(
∀t ∈ {0, 1, ..., T} . ζT (x0, π, ~w, θ)t ∈ Et

)
= P~ψ∼PT+1

Ψ

(
∀t ∈ {0, 1, ..., T} . ζ̄T (x0, π, ~w, ~ψ)t ∈ Et

)
= P~ψ∼P∞

Ψ

(
∀t ∈ {0, 1, ..., T} . ζ̄T (x0, π, ~w, ~ψ)t ∈ Et

)
= P~ψ∼P∞

Ψ

(
∀t ∈ N . ζ̄T (x0, π, ~w, ~ψ)t ∈ Et

)
= P~ψ∼P∞

Ψ

(
ζ̄T (x0, π, ~w, ~ψ) ∈ E

)
,

as claimed.
Now, we prove Theorem C.2. The key challenge is that

Assumption III.2 may not hold for f̂ . We note that Assump-
tion III.2 is only used to establish Lemma V.1; thus, it suffices
to prove that Lemma V.1 continues to hold. Furthermore,
Lemma V.1 is only used to establish that

ζ(x0, π
z
LQR, ~w) ⊆ Xsafe

for all x0 ∈ X z0 and ~w ∼ P∞W , where z ∈ Zeq is a
safe equilibrium point. Since πzLQR is not updated during the
execution of πshield, it suffices to prove Lemma V.1 with respect
to the original dynamics f . We prove that Lemma V.1 holds
on the event ‖θ‖2 ≤ θmax, which by assumption, holds with
probability at least 1− ε′.

As in the proof of Lemma V.1, let the closed-loop dynamics
f̃ : X ×W ×Θ→ X be

f̃(x,w, θ) = f(x,Kx,w, θ),

and let its linear approximation f̄ : X → X be

f̃(x,w, θ) ≈ f̄(x) = f̃(x̄, 0, 0) +∇xf̃(x̄, 0, 0)

= x̄+∇xf̃(x̄, 0, 0).

As before, our goal is to bound the approximation error w̃ =
f̃(x,w, θ)− f̄(x), which includes both the disturbance w, the
model uncertainty θ, and the linearization error. Thus, we have

‖w̃‖2 = ‖f̃(x,w, θ)− f̄(x)‖2
≤ ‖f̃(x,w, θ)− f̃(x, 0, 0)‖2 + ‖f̃(x, 0, 0)− f̄(x)‖2

≤ L‖w‖2 + L‖θ‖2 +
Ln

3/2
X

2
‖x− x̄‖22

≤ L(wmax + θmax) +
Ln

3/2
X r2

2
.

Note that Algorithm 2 constructs πzLQR using disturbance
bound wmax + θmax; with this modification, the claim of
Lemma V.1 follows.

As a consequence, by Theorem IV.4, we have

P~α∼P∞
A

(Aε) ≥ 1− δ,

where Aε is the event

P~w∼P∞
W , ~ψ∼P∞

Ψ

(
ζ̄(x0, πshield, ~w, ~ψ) ⊆ Xsafe

)
≥ 1− ε.

By Lemma C.3, ζ̄(x0, πshield, ~w), where ~w ∼ P∞W and ~ψ ∼
P∞Ψ , has equal distribution as ζ(x0, πshield, ~w, θ), where ~w ∼
P∞W and θ ∼ PΘ. Thus, we have

P~α∼P∞
A

(Aε) ≥ 1− δ,

where Aε is the event

P~w∼P∞
W ,θ∼PΘ

(
ζ(x0, πshield, ~w, θ) ⊆ Xsafe

)
≥ 1− ε

Finally, we have conditioned on the event ‖θ‖2 ≤ θmax. The
claim follows by a union bound.
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