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Abstract

As software becomes an increasingly critical part of our world, ensuring the safety and correctness

of software becomes increasingly important. The goal of program analysis is to automatically test

and verify programs to find bugs and improve software quality. However, in large software systems,

there are inevitably parts of the system that are too difficult for the program analysis to handle.

To scale to such systems, program analysis tools typically require specifications that summarize the

behavior of these hard-to-analyze portions of the system. However, these specifications are often

costly to produce, thus limiting the adoption of program analysis tools in practice.

In this thesis, we propose algorithms for inferring specifications. We design algorithms that

extend the capabilities of existing specification inference algorithms to far more complex and chal-

lenging settings compared to existing work. In particular, our algorithms can infer specifications that

have recursive structure, such as that of a finite-state automaton or even a context-free grammar.

We implement our specification inference algorithms, and show that they can infer specifications

that can be used by downstream program analyses that verify or test programs.
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Chapter 1

Introduction

Program analysis has become a vital part of the software development life-cycle due to its effec-

tiveness at finding bugs and security vulnerabilities in large software systems [38, 16, 40, 103, 156,

106, 30, 21, 63, 33, 159]. Despite this progress, the use of program analysis tools has achieved lim-

ited adoption beyond relatively shallow bug detection methods and the application of verification

techniques to some of the most safety critical systems.

An important obstacle for achieving widespread adoption is that there are often large upfront

costs to using program analysis tools on a new codebase [21, 18]. Such costs arise because large

systems typically contain components that cannot be analyzed by the tool, including (i) calls to

functions implemented as native code, (ii) use of dynamic programming language features such as

Java reflection, or (iii) dynamically loaded code. In fact, in our experience, for large systems it

is unusual if any of these situations does not frequently occur. However, many program analyses

assume that the entire program’s source code is available for analysis.

Handling missing or hard-to-analyze code in a fully automatic way generally results in using either

very pessimistic and imprecise assumptions or very optimistic and unsound assumptions [161]. An

alternative, more pragmatic solution is to require that the human user (whom we refer to as the

analyst) manually write specifications (also known as summaries, annotations, or models) describing

the relevant behavior of the missing code so that it does not need to be analyzed. For this approach

to work, it is critical that (i) the manual effort of writing the specifications is small, and (ii) the

analysis produces sound results even if some specifications are missing.

However, specifications can be time consuming for the analyst to provide. Therefore, a num-

ber of approaches to inferring specifications have been proposed. By the nature of the problem,

these algorithms must leverage inference techniques beyond deductive inference used in a program

analysis—otherwise, they would simply be part of the program analysis. Typically, these approaches

depend on one of two kinds of inference techniques. First, they can use inductive inference to

generalize a set of observations to a more general specification; these approaches can either use

1
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queries

responses

specification inference 
algorithm

inferred specifications
oracle

Figure 1.1: We design specifications inference algorithms that interact with an oracle to infer speci-
fications.

observations from dynamic executions [9, 107, 8, 157, 128, 57, 126, 162, 112, 163, 19] or static infor-

mation [86, 116, 131, 95, 20, 117, 22]. Alternatively, they can use abductive inference to identify the

simplest specification that explains a set of observations; these approaches typically interact with a

human analyst to refine the inferred specification [43, 161, 18, 5].

Thus far, specification inference algorithms have largely been limited to local properties of code,

such as loop invariants [107, 128, 126], type annotations [20, 117], or simple interface specifications [8,

86, 95, 22]. While these tools have proven useful, more complex specifications are required for several

widely-used program analyses, in particular, heap specifications are required for static points-to

analysis [18], and program input grammars are required for grammar-based fuzzing [61, 19]. These

specifications are differentiated by the presence of recursive or hierarchical structures. For example,

a piece of code can exhibit complex aliasing patterns by storing objects in nested data structures,

making it difficult for the specification inference algorithm to resolve how each part of the code

contributes to the observed aliasing relation. Similarly, programs often have complex input languages

defined by regular expressions or even context-free grammars.

In this thesis, we propose novel specification inference algorithms designed to infer specifications

with complex hierarchical structure. At a high level, all the algorithms we propose use an active

learning strategy where they interact with an oracle to obtain information about the true specifica-

tions. As the algorithm obtains new information, it adaptively selects new queries to ask the oracle

to further prune the search space. The oracle can either be the human analyst using the analysis, or

concrete executions of the program being analyzed. Figure 1.1 summarizes this high level approach.

In the first part of this thesis, we devise new algorithms that leverages interaction with the

human analyst to infer specifications. We focus on inferring specifications for interprocedural static

analyses, which have many practical applications such as automated software verification [16, 40, 33],

bug finding [38, 3], and taint analysis [96, 155].
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As a motivating example, consider the problem of deciding whether a given Android app is ma-

licious. Typical Android malware exhibit behaviors including theft of contact information, sending

SMS text messages to premium phone numbers, and unauthorized location tracking. Many of the

malicious behaviors can be described as the flow of sensitive data to untrusted recipients, such as

location data flowing to an untrusted web server, or an untrusted phone number flowing to an SMS

send request. As a consequence, information flow analysis has been proposed as a way of identifying

Android malware [55, 51, 46, 14, 52].

In principle, a standard static information flow analysis, which we describe in Chapter 2, can

identify such malware. Unfortunately, the Android framework (written in Java, with calls to native

code) is a classic example of how system libraries cause difficulties for static analyses. Android

framework methods frequently use reflection and native methods, making it very difficult to construct

a precise call graph or to perform a sound and precise context sensitive points-to analysis. Examples

of such problems in practice include:

• System.arraycopy is a native method.

• Bundle.putLong indirectly calls the native method Parcel.nativeWriteLong in the Android

framework (bundles are used to pass data to and receive data from the Android system).

• GeoPoint.getLatitudeE6 is part of a closed-source Google library, so the source code is

unavailable.

In Chapter 3, we propose a novel algorithm that infers specifications by interacting with the

analyst. Our proposed inference algorithm formulates and issues queries to the analyst. These

queries ask for the correct specification for a given function, which the analyst provides. The key

advantage behind this approach is that it enables the analyst to implement specifications in a demand

driven fashion. As we show in our evaluation, the number of queries issued to the analyst is fairly

small, in particular, three orders of magnitude smaller than the number of specifications that must be

written using a more näıve approach. While our problem formulation and algorithm are general and

can be applied to any static analysis, we show that our framework can be used to infer particularly

complex points-to specifications that describe the heap effects of calling functions.

Next, in Chapter 4, we consider the setting where the human responding to queries may be

adversarial. In particular, the previous approach places the burden of writing specifications entirely

on the analyst. This approach is feasible for writing specifications for code such as the Android

framework, which the analyst can understand simply by reading the documentation. However, it

may not be feasible if the missing code is in the Android app itself, since documentation may be

unavailable and malicious code may be heavily obfuscated to prevent detection. Thus, we may want

the developer to respond to the queries issued by our specification inference algorithm. To account

for the possibility that the response may be adversarial, we then instrument the code to enforce

that the response holds true. For example, if the developer claims that a certain line in the program
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is unreachable, then we instrument the Android app to terminate if that line is ever about to be

executed.

In the second part of this thesis, we devise new algorithms for inferring specifications that leverage

observations from executions of the code. To infer more complex program properties, our algorithms

employ active learning strategies, i.e., they adaptively choose the program inputs used in the ex-

ecutions as the search over the space of possible specifications proceeds. In Chapter 5, we show

how this approach can be used to infer points-to specifications. In particular, we demonstrate that

inferring points-to specifications can be reduced to a language learning problem [12, 110], which we

solve using an active learning variant of an existing language learning algorithm.

Finally, in Chapter 6, we show that active learning strategies can be effective for inferring an

even more complex class of program properties, namely, program input grammars. Documentation of

program input formats, if available in a machine-readable form, can significantly aid many software

analysis tools; our particular focus is on improving grammar-based fuzzers [97, 61, 75]. However,

such documentation is often poor; for example, the specifications of Flex [145] and Bison [59] input

syntaxes are limited to informal documentation. Even when detailed specifications are available,

they are often not in a machine-readable form; for example, the specification for ECMAScript 6

syntax is 20 pages in Annex A of [45], and the specification for Java class files is 268 pages in

Chapter 4 of [111].

The problem of automatically inferring program input grammars is particularly challenging.

Program input grammars often exhibit complex recursive structure, especially when the program

input language is context-free. However, the feedback from executing a program on a given input

only reveals one bit of information—namely, whether that particular input is valid. We devise an

algorithm combining ideas from program synthesis with an active learning strategy that guides the

search over the space of possible grammars. We show how we can use our algorithm to perform

grammar-based fuzzing in a way that covers 2× as many new lines of code compared to two baseline

fuzzers.

The work in this dissertation was in collaboration with Alex Aiken, Saswat Anand, Percy Liang,

and Rahul Sharma. The ideas discussed here appear in the conference papers [18, 17, 19].



Chapter 2

Background

In this chapter, we describe a static analysis for finding information flows. Our analysis performs

context-free language (CFL) reachability on the portion of the code that is available, and uses

specifications for the portion of the code that is unavailable. The specifications are usually manually

generated, for example by a human auditor. We do not claim that this design is novel, but to the

best of our knowledge this approach is not well-documented in the literature, so we describe it here

in detail.

We describe a standard flow-, path-, context-, and object-insensitive static analysis for computing

explicit information flow analysis (also known as taint analysis) [123]. while our static analysis is

context- and object-insensitive, it straightforwardly generalizes to an context- and object-sensitive

analysis by using cloning [152]. The goal of information flow analysis is to determine whether

sensitive information (e.g., location) is leaked outside of the system (e.g., to the Internet). It does

so by computing whether specified sink variables in the program (e.g., the parameter of sendHTTP)

may depend on specified source variables in the program (e.g., the return value of getLocation).

If such a dependence exists, we say the parameter of sendHTTP is tainted by location information.

Our focus is on a sound static analysis—if such a dependence exists, then it is computed by the

analysis, but false positive information flows may also be reported.

Intuitively, explicit information flows only track information through data flows, ignoring infor-

mation flows due to control flow depending on sensitive values. More precisely, explicit information

flow analysis computes information flows assuming control flow is replaced with random (or non-

deterministic) choices independent of the program state. We focus on explicit information flow

analysis because it finds substantially fewer false positives compared to implicit information flow

analysis, and furthermore is known to be useful for a wide range of tasks including finding many

security vulnerabilities in web applications [96, 146, 135] and detecting most current Android mal-

ware [55, 51, 14]. Nevertheless, the techniques we develop generalize to any static analysis that can

be expressed as a CFL reachability problem, which includes formulations of implicit information

5
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flow analysis.

To analyze a program P , our static analysis uses specifications serving two distinct purposes.

First, it requires a specification that encodes the property to be verified; in particular, this speci-

fication encodes which data in the program are sensitive and which functions in the program leak

information out of the system. For simplicity, we focus on safety properties, which are specifications

that assert that certain bad events (e.g., an information leak, or information corruption) never occur.

Second, our analysis consumes specifications that describe the semantics of functions. For ex-

ample, in the case of information flow analysis, the specification for the toString method in the

Double class might say something to the effect of

In a call to toString, if the receiver is tainted, then the return value may be tainted.

Then, the static analysis would use this specification to propagate taint through the toString

method, eliminating the need to analyze this method. More precisely, if the analyst provides a spec-

ification for a function, then the static analysis omits analyzing that function and instead assumes

that the provided specification encodes the relevant semantics of the function.

Whereas the first kind of specification must be provided by the analyst, the second kind of

specification is often optional—specifications are primarily designed to improve the scalability and

precision of the static analysis. However, in cases where the function is missing (e.g., implemented

in native code that cannot be analyzed, or dynamically loaded), then specifications are necessary as

well. Finally, as we discuss below, specifications can also enable us to describe implicit flows that

cannot be discovered by our static analysis. Thus, the analyst can provide specifications to capture

an information flow that includes some implicit portions.

We begin by describing the points-to relation, which is an important intermediate relation com-

puted by our analysis. Then, we describe the specifications used by our static information flow

analysis, and we finally describe the rules for extracting the labeled graph G and CFG C from the

input program P .

2.1 The Points-To Relation

An important intermediate relation computed by our static analysis is the points-to relation [11,

100, 152, 69], which computes what heap locations a reference variable may point to. In particular,

points-to analysis enables our static analysis to resolve information flows due to aliasing, where two

reference variables point to the same heap location.

We consider programs with assignments y ← x (where x, y ∈ V are variables), allocations x ←
X() (where X ∈ C is a type), stores y.f ← x and loads y ← x.f (where f ∈ F is a field), and calls

to library functions y ← m(x) (where m ∈M is a library function). For simplicity, we assume that

each library function m has a single parameter pm and a return value rm.
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1. Double lat = getLatitude();

2. List list = new List();

3. list.add(lat);

4. Double latAlias = list.get(0);

5. String latStr = latAlias.toString();

6. sendSMS(latStr);

Figure 2.1: An information flow through the List and Double classes.

1. class List:

2. Object val;

3. void add(Object arg) { val = arg; }

4. Object get(Integer index) { return val; }

5. class Double:

6. @Flow(this, return)

7. String toString() {}

8. class LocationManager:

9. @Src(LOC, return)

10. static String getLatitude() {}

11.class SMS:

12. @Sink(text, SMS)

13. static void sendSMS(String text) {}

Figure 2.2: Specifications for Android library classes.

In points-to analysis, heap locations are abstractly represented by an allocation statement o =

(x← X()), which we call an abstract object o ∈ H. Then, a points-to edge is a pair x ↪→ o ∈ V ×H,

which says that reference variable x may point to abstract object o. More precisely, this relation

means that during some execution, x may point to a heap location containing a concrete object

allocated at o. A points-to analysis is a static analysis that computes sets of points-to edges Π ⊆
V ×H.

Our static analysis uses a points-to analysis for Java programs formulated as a CFL reachability

problem [137, 136]. In particular, the constructed labeled graph and CFG for points-to analysis is

a subset of the graph G and CFG C constructed for our information flow analysis.

2.2 Specifications

In this section, we describe the specifications used by our static analysis. The source-sink specifica-

tions encode the safety property that we aim to verify; the remaining specifications are specifications

designed to improve precision and scalability or handle missing code.
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Source-sink specifications. The source specifications and the sink specifications specify the

safety property that we seek to verify. More precisely, a source specification Src(`, x) says that

program variable x is tainted with source ` ∈ Lsource, and Sink(x, `) says that x is tainted with sink

` ∈ Lsink. Together, the source and sink specifications encode the safety property to be verified.

In particular, the safety property says that no data in a source variable should ever flow to a sink

variable. Sources and sinks must be annotated by the analyst using the annotations @Source and

@Sink. For example, in Figure 2.2, the return value of getLocation is annotated as a source, and

the parameter of sendHTTP is annotated as a sink.

Information flow specifications. The flow specifications describe how information flows from

the parameters of a function to other parameters or to its return value. More precisely, a flow

specification Flow(x, y) says that if x is tainted, then y may be tainted as well. Here, x and y can

be a parameter pm, the return value rm, or the receiver thism; x may also be a label ` ∈ Lsource

representing a source, and y may also be a label ` ∈ Lsink representing a sink. Similar to source

and sink specifications, flow specifications are provided by the @Flow annotations. In Figure 2.2,

the toString method has an annotation specifying the flow specification Flow(this, rtoString). For

example, the specification of Double.toString means that if thistoString is tainted, then rtoString

is also tainted.

Points-to specifications. The points-to specifications summarize the potential points-to effects

of a library function. These are written as short functions that do nothing except introduce the

desired aliasing. For example, the specification for List.add means that calling List.add may

cause argadd and thisadd.val to be aliased. Also, the specification for List.get says that calling

List.get may cause thisget.val and rget to be aliased. Note that if thisarg and thisget are aliased,

then these specifications cause argadd and rget to be aliased.

Reachability specifications. The reachability specifications describe which functions in the pro-

gram are reachable. These are simply annotations @Reachable indicating that a function is reach-

able. If a function is reachable, then the static analysis marks any function it calls as reachable as

well; thus, only entry-points need to be annotated as being reachable. For example, in Figure 2.1,

only the function main needs to be marked as reachable.

In general, the static analysis assumes that the main function is reachable. These specifica-

tions are required because the Android framework allows apps to register callbacks, which are

functions in the app that should be called when certain system events occur. For example, the

onLocationChanged callback is triggered if the user location changes. Callbacks must be marked as

entry points since they are reachable, or else the static analysis will be unsound.
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2.3 CFL Reachability

We assume our static analysis problem is formulated as a CFL reachability problem [119, 118, 99,

83, 85, 137, 136], which we describe in this section. Let C = (Σ, U, P, T ) be a context-free grammar

(CFG), where U is the set of non-terminals, Σ is the set of terminals, P is the set of productions, and

T is the start symbol. We assume C is normalized so that every production has the form A→ BC.

We write A
∗

=⇒ α, where A is a non-terminal and α is a string of terminals and non-terminals, if α

can be derived from A.

Let G be a directed graph such that the edges v
σ−→ v′ in G are labeled with terminal symbols

σ ∈ Σ. A path v
α
99K v′ ∈ G is a sequence of edges v

σ1−→ w1
σ2−→ ...

σk−→ v′ such that α = σ1...σk.

The transitive closure of G under C is the graph GC such that v
A−→ v′ ∈ GC if and only if

• A is a terminal and there exists v
A−→ v′ ∈ G, or

• there exists v
α
99K v′ ∈ G such that A

∗
=⇒ α.

If v
T−→ v′, we say v′ is C-reachable from v. When C is unambiguous, we also use the notation

G = GC . Now, we can efficiently solve the following graph reachability problem:

Definition 2.3.1 Given a CFG C, a graph G = (V,E), and subsets of vertices Vsource, Vsink ⊆ V ,

the CFL reachability problem is to determine whether there exist v ∈ Vsource and v′ ∈ Vsink such that

v′ is C-reachable from v.

Typically, formulating a program analysis as a CFL reachability problem proceeds in two phases.

In the first phase, the input program is converted into a graph G = (V,E) and a CFG C. In the

second phase, the CFL reachability problem for C and G is solved for some given sets of sources

and sinks Vsource, Vsink ⊆ V , typically by finding the transitive closure GC using a standard dynamic

programming algorithm [99]. In particular, GC is computed as the (unique) minimal solution to the

following constraint system:

• e ∈ G
e ∈ GC

• v
B−→ v′ ∈ GC , A→ B ∈ C

v
A−→ v′ ∈ GC

• v
B−→ v′′

D−→ v′ ∈ GC , A→ BD ∈ C

v
A−→ v′ ∈ GC

Finally, the safety property says that no source-sink paths exist in GC . More precisely:

∧
x∈Vsource

∧
y∈Vsink

(x
T−→ y 6∈ GC).
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1. v=new X()⇒ o
New−−−→ v

2. u=v ⇒ v
Assign−−−−→ u

3. u.f=v ⇒ v
Put[f ]−−−−→ u

4. u=v.f ⇒ v
Get[f ]−−−−→ u

5. Src(v, `) ∈ S ⇒ `
SrcRef−−−−→ v

6. Sink(v, `) ∈ S ⇒ v
RefSink−−−−−→ `

7. Flow(v, v′) ∈ S ⇒ v
RefRef−−−−→ v′

8. ∃v (Flow(v, v′) ∈ S)⇒ ov′
New−−−→ v′

9. v
σ−→ v′ ⇒ v′

σ−→ v (where σ = σ)

Figure 2.3: Program fact extraction rules for static information flow analysis. In Rule 8, ov′ is a
fresh vertex.

2.4 Static Explicit Information Flow Analysis

In this section, we describe the rules by which our static information flow analysis constructs the

labeled graph G and the CFG C.

2.4.1 Constructing the Flow Graph

Given a program P , the flow graph for P isG = (V,E), where V = V∪H∪L, where L = Lsource∪Lsink

is the set of source and sink labels. Figure 2.3 gives rules for generating an initial set of edges for

the graph. Rules 1-4 handle primitive forms of statements. Rule 1 says that the contents of the

abstract object o flow to the reference x on the left-hand side of the assignment. Rule 2 similarly

encodes the flow when a reference variable x is assigned to another reference variable y. Rules 3 and

4 record the flows induced by field writes (or puts) and field reads (or gets) respectively; note that

there is a distinct put/get operation for each field f .

Rules 5 and 6 add edges to G encoding the given source-sink specifications, and Rule 7 adds

edges encoding the given information flow specifications. Rule 5 (symbol SrcRef) says that a source

taints a reference variable, Rule 6 (symbol RefSink) says that the contents of a reference variable

flow to a particular sink, and Rule 7 (symbol RefRef) says that the contents of one reference variable

flow to another reference variable. Rules 8 and 9 are technical devices. Intuitively, Rule 8 ensures

at least one abstract object flows to the target reference variable of any flow specification, which

eliminates the need to include points-to specifications for every method allocating a non-primitive

return value (Rule 8 is discussed further below). Finally, Rule 9 allows us to express paths with



CHAPTER 2. BACKGROUND 11

10. FlowsTo→ New

11. FlowsTo→ FlowsTo Assign

12. FlowsTo[f ]→ FlowsTo Put[f ] FlowsTo

13. FlowsTo→ FlowsTo[f ] FlowsTo Get[f ]

14. SrcObj→ SrcRef FlowsTo

15. SrcObj→ SrcObj FlowsTo RefRef FlowsTo

16. SrcSink→ SrcObj FlowsTo RefSink

17. A→ A1...Ak ⇒ A→ Ak...A1 (where A = A)

Figure 2.4: Productions for Cflow.

“backwards” edges by introducing a label σ to represent the reversal of an edge labeled σ.

We handle interprocedural taint flow as follows: arguments passed by the caller are assigned to

formal parameters, which are assigned to the corresponding references in the callee. Values returned

by the callee are assigned to a formal return value, which is assigned to the corresponding reference

in the caller. Vertices representing formal parameters and formal return values are added to G by

the analysis, for example lat
Assign−−−−→ thisformaladd

Assign−−−−→ thisadd and rtoString
Assign−−−−→ rformaltoString

Assign−−−−→
latString. This indirection ensures that function boundaries are clear.

Figure 2.5 shows the taint graph generated from the code in Figure 2.1 and the specifications in

Figure 2.2 using the rules in Figure 2.3. For clarity, we have not included formal parameters and

formal return values in the graph, but have assigned caller arguments directly to the corresponding

callee references and callee return values directly to corresponding caller reference. The graph

describes the explicit flows in the program. For example, the edges

argadd
Put[val]−−−−−→ thisadd

Assign←−−−− list
Assign−−−−→ thisget

Get[val]−−−−−→ rget

capture the fact that any value stored in the list through the List.add method can potentially be the

result of the List.get method. More precisely, the middle two edges show that the reference list,

the receiver of List.add, and the receiver of List.get all potentially point to the same abstract

object.
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LOC

𝑟getLatitude

olat

thistoString

textsendSMS

otoString

FlowsTo

A
ssign

lat

SrcRef

RefRef

SMS

RefSink

latAlias

argadd
Put[val]

𝑟get Get[val]

N
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list
thisadd

thisget

latString

A
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SrcSink

olist

𝑟toString

Figure 2.5: The flow graph G corresponding to the code in Figure 2.1 and the framework specifi-
cations in Figure 2.2. Solid edges are facts extracted from the code in Figure 2.1 (backwards edges
added by Rule 9 are not shown). Dotted edges are facts extracted from the framework specifications
in Figure 2.2. Edges corresponding to alias specifications are boxed in a solid red line, and edges
corresponding to flow specifications are boxed in a dashed blue line. Dashed edges are edges added
by productions in Figure 2.4 (not all such edges are shown).

2.4.2 Constructing the CFG

The next step is to identify the paths through the graph that correspond to explicit taint flows,

which we specify using the CFG Cflow defined as follows (with F denoting the set of fields in P ):

Σflow = {New,Assign,SrcRef,RefSink,RefRef} ∪ {Put[f ],Get[f ] | f ∈ F}

Uflow = {FlowsTo,SrcObj,SrcSink} ∪ {FlowsTo[f ] | f ∈ F}.

We also include symbols σ and A in Σflow and Uflow, respectively. The start symbol of Cflow is

Tflow = SrcSink. The source vertices we consider are the source labels (i.e. Vsource = Lsource), and

the sink vertices we consider are the sink labels (i.e. Vsink = Lsink).

The productions are shown in Figure 2.4. Rules 10-13 build the points-to relation o
FlowsTo−−−−−→ x,

which means that the reference variable x ∈ U may point to the abstract object o ∈ O. For example,

because Figure 2.5 contains the path

olat
FlowsTo−−−−−→ argadd

Put[val]−−−−−→ thisadd
FlowsTo−−−−−→ olist,

Rule 12 adds edge olat
FlowsTo[val]−−−−−−−−→ olist. Here, olat and olist are the abstract objects allocated to
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lat and list, respectively. Then we have path

olat
FlowsTo[val]−−−−−−−−→ olist

FlowsTo−−−−−→ thisget
Get[val]−−−−−→ rget.

Therefore Rule 13 adds olat
FlowsTo−−−−−→ rget, which causes Rule 11 to add olat

FlowsTo−−−−−→ latAlias. This

means that rgetLatitude and latAlias may point to the same abstract object olat, i.e. rgetLatitude

and latAlias are aliased.

The backwards edge thisadd
FlowsTo−−−−−→ olist in the example path above is added by Rule 17, which

introduces a reversed edge y
A−→ x for every non-terminal edge x

A−→ y. In this way, Rule 17 plays

the same role for non-terminal edges that Rule 9 plays for terminal edges. Note that the (forward,

non-reversed) edge olist
FlowsTo−−−−−→ thisadd arises from the path of terminal edges

olist
New−−−→ list

Assign−−−−→ thisadd

and the application of Rule 10 followed by Rule 11.

Because rgetLatitude and latAlias can point to the same object, if one of them is tainted, then

the other should be tainted as well. Instead of keeping track of taint on the reference variables, it is

simpler to keep track of taint on the objects. In Figure 2.5, Rule 14 adds the edge LOC
SrcObj−−−−→ olat,

which says that olat is tainted. For this taint to flow to the sink, the analysis must be able to pass

the taint to otoString (the object allocated to rtoString).

But here we encounter a problem: there is no explicit flow through the toString method in

the Double class, because no data is copied from the input to the output of the method. Instead,

there is an implicit flow through a sequence of look-ups converting digits in the double value to

characters in the string. That is, information still flows from the input to the output of the method,

but through control flow decisions rather than through explicit data flow. The flow specification on

toString enables us to capture the information flow despite this portion of the flow being implicit.

In particular, it says that if the receiver of toString is tainted, then the return value of toString

is tainted as well.

One caveat is that for our analysis to propagate the taint using the specification for toString,

it needs to apply Rule 15, which requires that the return value of toString point to an abstract

object. However, since the static analysis omits analyzing toString, it appears that this return

value does not point to any abstract object, in which case the static analysis would fail to propagate

taint. Thus, Rule 8 from Figure 2.3 adds a phantom object to the graph, which is a (fresh) abstract

object that is pointed to by the return value of a function with a analyst-provided specification. For

example, Rule 8 adds otoString
New−−−→ rtoString, causing Rule 10 to add otoString

FlowsTo−−−−−→ rtoString.
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Now we can capture the flow in Figure 2.1. In Figure 2.5, we have the path

LOC
SrcObj−−−−→ olat

FlowsTo−−−−−→ thistoString

RefRef−−−−→ rtoString
FlowsTo−−−−−→ otoString.

Rule 15 adds the edge LOC
SrcObj−−−−→ otoString. Now we have

LOC
SrcObj−−−−→ otoString

FlowsTo−−−−−→ textsendSMS
RefSink−−−−−→ SMS,

so Rule 16 adds the edge LOC
SrcSink−−−−−→ SMS.

2.5 Implementation

We have implemented this static information flow analysis for Android apps build on the Android

framework. A number of extensions are required beyond the essentials we have described, but

these extensions do not introduce any new ideas. For example, we include rules for primitive vari-

ables that are essentially rules for reference variables without fields. Prior to this work, we had

manually written many specifications over a period of more than one year. These baseline specifica-

tions S cover 176 Android library classes, including a number of sources (location, device ID, SIM

data, contacts, and calendar data) and sinks (network sockets, SMS messages, and user settings

modifications). This baseline also includes specifications for important container objects including

ArrayList, LinkedList, and HashMap.

In our implementation, program fact extraction is performed using the Chord platform [103]

(which uses BDDBDDB as a backend [152]), modified to work with the Jimple intermediate rep-

resentation provided by Soot [147]. In order to improve precision of our analysis, we extend the

points-to rules (Rules 10-13 in Figure 2.4) so that they are context sensitive—more precisely, we use

a 1-CFA points-to analysis. Additionally, because Java is type safe, we use type filters in the points-

to analysis (i.e., a reference of type T can only point to an object of type T ′ if T ′ is a subtype of T ).

Our solver detects and discards points-to edges that are not consistent with the type constraints of

the program.



Chapter 3

Interactive Specification Inference

In this chapter, we study the problem of interacting with a human analyst to infer specifications for

a sound interprocedural static analysis. Such static analyses often have trouble analyzing programs

that include large third-party libraries such as the Android framework. For example, these libraries

often make significant use of code that is difficult to analyze, such as native code or dynamic

programming language features such as Java reflection. Optimistically assuming these functions are

no-ops can introduce unsoundness, whereas pessimistically making worst-case assumptions about

the behaviors of these functions can substantially reduce precision and scalability.

We consider an approach where the analyst provides specifications that describe the behaviors of

functions in the third-party library relevant to the static analysis. The static analysis processes the

specifications in place of analyzing the library implementation, thereby substantially improving its

precision and scalability. However, manually writing these specifications can be very time-consuming

and error-prone [18]. In practice, the analyst typically writes specifications in a demand-driven

fashion—given a new program, they try to identify all library functions that may be relevant to

the static analysis, and implement specifications for just these functions. This strategy is effective

in practice because in many settings, only a small number of functions are relevant to the static

analysis, especially for a given program. The drawback is that if the analyst omits implementing a

specification for a relevant library function, then the static analysis may become unsound.

We propose an algorithm for automating this process. Given a new program, our algorithm

computes a set of library functions that are potentially relevant to the static analysis (possibly along

with hypothetical specifications for these functions). Then, it requires that the analyst implement

specifications for this set of functions. Depending on the responses of the analyst, it may identify

new functions that may be relevant to the static analysis, so this process is iterated until it converges,

i.e., no potentially relevant library functions remain. At this point, our algorithm guarantees that

the results produced by the static analysis are sound, i.e., they are equivalent to the results obtained

by running the static analysis with specifications provided for every library function.

15
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1. Double lat = getLatitude();

2. List list = new List();

3. list.add(lat);

4. Double latAlias = list.get(0);

5. String latStr = latAlias.toString();

6. sendSMS(latStr);

Figure 3.1: A flow through the List and Double classes.

1. class List:

2. Object val;

3. void add(Object arg) { val = arg; }

4. Object get(Integer index) { return val; }

5. class Double:

6. @Flow(this, return)

7. String toString() {}

8. class LocationManager:

9. @Flow(LOC, return)

10. static String getLatitude() {}

11.class SMS:

12. @Flow(text, SMS)

13. static void sendSMS(String text) {}

Figure 3.2: Specifications for Android framework classes.

Our algorithm can be used for any static analysis expressed as a context-free reachability prob-

lem. We apply our algorithm to infer specifications for the information flow analysis of Android

apps described in Chapter 2, and perform an extensive experimental study on 179 apps. Many of

these apps have hundreds of thousands of bytecode instructions and thousands of calls to Android

framework methods.

Our work has three main contributions:

• We develop a general framework for describing potentially missing specifications for CFL reach-

ability analyses (Section 3.2).

• We present a specification inference algorithm based on this framework that interacts with the

analyst to infer relevant specifications (Section 3.3).

• We use our algorithm to infer a large collection of specifications for Android framework methods

(Section 3.5).
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Figure 3.3: The flow graph G corresponding to the code in Figure 3.1 and the framework specifi-
cations in Figure 3.2. Solid edges are facts extracted from the code in Figure 3.1 (backwards edges
added by Rule 9 are not shown). Dotted edges are facts extracted from the framework specifications
in Figure 3.2. Edges corresponding to alias specifications are boxed in a solid red line, and edges
corresponding to flow specifications are boxed in a dashed blue line. Dashed edges are edges added
by productions in Figure 2.4 (not all such edges are shown).

3.1 Overview

While implementations of the Android framework methods may be missing, the net information

flows through these methods are generally simple. For example, consider the code in Figure 3.1.

We can summarize the net information flows through List.add, List.get, and Double.toString

as follows: (i) argadd may be aliased with rget, and (ii) if taint flows to thistoString, then taint also

flows to rtoString.

The specifications in Figure 3.2 enable the analysis to find the flow from the source LOC to the

sink SMS in Figure 3.1. First, the return value rgetLatitude is tainted with the LOC source. Second,

this taint is passed to lat, which is stored in list.val. Third, the value is retrieved from list and

stored in latAlias, before being converted into a string and passed as the text argument of the

Android framework method sendSMS. Finally, our specification says that the text parameter of the

method sendSMS is sent to the SMS sink, so the code exhibits a flow from LOC to SMS.

Näıvely, we may expect that flow specifications are sufficient to capture all information flows.

For example, we may consider using flow specifications that handle field accesses, and replace the

points-to specification for List.add with the flow specification @Flow(arg, this.val). However,

this specification is unsound—it fails to capture the flow from LOC to SMS in Figure 3.4: boxAlias.f

is tainted by LOC, so list.val.f is tainted (since boxAlias and list.val are aliased), but the
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1. class Box: String f;

2. List list = new List();

3. Box box = new Box();

4. list.add(box);

5. Box boxAlias = list.get(0);

6. boxAlias.f = getLatitude();

7. sendSMS(box.f);

Figure 3.4: An information flow not captured by flow specifications.

proposed specification for List.add does not transfer this taint to box.f (even though taint flows

to box.f). In general, we need points-to specifications to precisely and soundly capture flows due

to aliasing.

Manually writing specifications is expensive: the Android framework contains over 5000 classes,

many exhibiting complex taint flow behavior. Typically, the analyst must search the application for

calls to potentially important framework methods, and then manually write specifications for these

methods. Even moderately large apps contain thousands of framework method calls, but most of

them are irrelevant to finding information flows. Our experience is likely representative: over a one

year period spent analyzing potential Android malware, we have written specifications for just 179

library classes, and we continue to find important new specifications.

Missing specifications can introduce false negatives into the static analysis results. For example,

suppose we remove the specification for List.add from Figure 3.2. Then the static analysis cannot

find the flow from LOC to SMS (since the information flow path between them is broken), causing a

false negative. Unlike false positives, where the analyst has a list of flows to inspect in detail, false

negatives are difficult to track down—ensuring that a tool has not produced a false negative such

as the missing flow from LOC to SMS may require examining every framework method call made by

the app.

Intuitively, the visible application code contains useful information about the correct specifica-

tions for the framework methods. For example, if we remove the specification for List.add, then

there is still a flow from the LOC to argadd, and a flow from thisget.val to SMS. However, argadd and

thisadd.val are no longer aliased, so the flow is broken. Only one additional assumption (i.e., that

argadd is aliased with thisadd.val) is needed to complete the flow.

This example motivates an approach to specification inference that searches for specifications that

complete broken flows. Our approach proceeds in two steps. First, our tool finds potential flows by

pessimistically making worst-case assumptions about the possible effects of missing specifications.

Second, for each potential flow, our tool keeps track of which assumptions are sufficient to prove

that the potential flow is a true flow, which we call sufficient assumptions for the potential flow.

Finally, the tool proposes that these sufficient assumptions are true. These assumptions correspond

to specifications that are the inferred specifications produced by the tool.
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Continuing our example, our tool would find a potential flow from LOC to SMS by making worst-

case assumptions about the specification for List.add, which includes introducing aliasing between

argadd and thisadd.val. This specification for List.add is a sufficient assumption for the potential

flow from LOC to SMS, so it is inferred by our tool. Upon seeing this inferred specification, the human

analyst can confirm that it is correct and thereby determine that the potential flow is a true flow.

In practice, there may be multiple sufficient assumptions for each potential flow. Our tool keeps

track of a minimal set of sufficient assumptions—i.e., it looks for flows that are broken in the fewest

places possible. The guiding principle is that potential flows that require fewer assumptions are more

likely to be real flows than potential flows that require more assumptions. By extension, potential

flows that produce the fewest inferred specifications are most likely to be correct and should be

checked first by an analyst.

3.2 Problem Statement

In this section, we formulate the problem of performing a sound and precise CFL reachability analysis

when specifications are missing, along with the problem of inferring the missing specifications .

Our formulation extends the CFL reachability framework for designing static analyses described in

Chapter 2.

3.2.1 Missing Specifications CFL Reachability

Suppose we want to perform a CFL reachability analysis on a program P . Assume G∗ = (V ∗, E∗)

is the graph constructed from P with complete specifications. If specifications are missing, then the

constructed graph Ĝ = (V̂ , Ê) may be missing vertices and edges, i.e. V̂ ⊆ V ∗ and Ê ⊆ E∗. The

goal is to perform a sound and precise worst-case analysis given some information about the missing

vertices and edges. We encode the possible missing data as a family of graphs G, where we only

know that G∗ ∈ G.

Definition 3.2.1 Suppose we are given Ĝ = (V̂ , Ê), a set of sources Vsource ⊆ V̂ , a set of sinks

Vsink ⊆ V̂ , along with some family G of graphs such that for each G ∈ G, Ĝ is a subgraph of G,

i.e. Ĝ ⊆ G. We call G a completion of Ĝ. Let A : Vsource × Vsink → Bool be the result of a static

analysis, where A(v, v′) = true indicates that taint flows from v to v′.

• A is sound if for every v ∈ Vsource and v′ ∈ Vsink, A(v, v′) = false if and only if there does not

exist any G ∈ G such that v
T−→ v′ ∈ GC .

• A is precise if for every v ∈ Vsource and v′ ∈ Vsink, A(v, v′) = true if and only if there exists

G ∈ G such that v
T−→ v′ ∈ GC .

The idea behind this definition is that an analysis is sound if it does not miss any information

flow present in at least one of the possible completions of Ĝ, and the algorithm is precise if it does
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1. class List:

2. void add(Object arg) {

3. arg.f = arg;

4. this.val = arg; }

Figure 3.5: An alternative (and incorrect) specification for List.add.

not report any flows that do not occur in any completion of Ĝ. An analysis A solves the missing

specifications CFL reachability problem for a family G if it is both sound and precise.

While Definition 3.2.1 captures the notion of performing a worst-case analysis that is sound

and precise, we are also interested in keeping track of the assumptions that the worst-case analysis

makes about missing specifications. In practice, many assumptions may produce the same results.

Therefore we are interested in producing a minimal set of assumptions. Suppose we have a partial

order (G,≤), where G1 ≤ G2 should mean that the graph G1 makes at most as many assumptions

as G2. The definition of ≤ depends on the family G. In addition to producing sound and precise

results A, we would like to produce a minimal G ∈ G (with respect to ≤) such that performing the

CFL reachability analysis on G yields A.

Definition 3.2.2 Suppose we are given the inputs as in Definition 3.2.1, along with a partial order

(G,≤). We use the notation e
?
∈ G; this expression evaluates to true if e ∈ G and false otherwise.

The CFL reachability specification inference problem is to produce sound and precise results A, along

with sufficient assumptions, encoded as a graph G ∈ G satisfying A(v, v′) = (v
T−→ v′

?
∈ GC) for

every v ∈ Vsource and v′ ∈ Vsink. Furthermore, we require that G is minimal, i.e. there does not

exist sufficient assumptions G′ ∈ G such that G′ < G.

In the remainder of this section, we describe how we apply this framework to inferring points-to and

flow specifications.

3.2.2 G Using Regular Languages

To design an algorithm for solving a missing specifications CFL reachability problem, we must first

specify the family G of graphs to which G∗ may belong. Our goal is to define a family G that is

simultaneously general, retains precision in practice, and admits efficient algorithms. We confine

our presentation to inferring specifications for missing functions. This restriction is without loss of

generality and is done to simplify notation and discussion throughout the rest of the paper.

One restriction we do make is that inferred specifications do not access static fields. Our algo-

rithms in fact work without this restriction, but the results are almost always not useful. It is easy

to see why: if there are at least two missing functions that can access static fields, it is possible for

one to store a tainted value in a static field and the other to read it, whether or not these functions
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have anything else to do with each other. Furthermore, specifications involving static fields are rare:

none of the specifications we have manually written have involved static fields.

Consider the flow graph G in Figure 3.3. Suppose the specification the method List.add in

Figure 3.2 is missing, so the edge argadd
Put[val]−−−−−→ thisadd in Figure 3.3 is missing, giving us the

graph Ĝ. Without access to static fields, the only way to complete a flow through Ĝ is if there

is a path connecting argadd to thisadd. In general, for a function m, the only possible taint flows

through m are from a parameter of m to a return value of m, or from one parameter to another

parameter. We use Vm ⊆ V̂ to denote the vertices of Ĝ corresponding to the parameters and return

value of m.

To be sound, we must assume that the specification of List.add could execute any sequence of

operations. In other words, G consists of Ĝ with some additional subgraph Gargadd,thisadd
connecting

argadd to thisadd. Note that for any subgraph Gargadd,thisadd
corresponding to a possible specification

of List.add’s behavior, the only information relevant to the CFL reachability problem is the possible

sequences of terminals α ∈ Σ∗ that can occur along paths argadd
α
99K thisadd. Generalizing from

this example, for a missing function m, it suffices to consider the family of graphs G consisting of

all graphs containing Ĝ as a subgraph with additional paths w
α
99K w′, where w,w′ ∈ Vm.

For example, one completion of Ĝ is the flow graph G in Figure 3.3, which is just Ĝ with the

edge argadd
Put[val]−−−−−→ thisadd added back in. But there are other ways to complete Ĝ, even for this

simple example. Consider the graph G′ obtained when the specification for List.add is given in

Figure 3.5. Then G′ is Ĝ with the additional path

argadd
Put[f]−−−−→ argadd

Put[val]−−−−−→ thisadd

In general, there may be infinitely many possible paths argadd
α
99K thisadd.this because the

sequence of operations α can be arbitrarily long. Thus, we need some compact way to represent an

infinite language of strings; the regular languages are a natural choice. This discussion motivates

our definition of the family GRW :

Definition 3.2.3 Let W ⊆ V̂ × V̂ and let R be a regular language over Σ. The family of graphs

GRW contains the graph G if

• Ĝ ⊆ G

• If (w,w′) ∈ W , then the nondeterministic finite automaton (NFA) N with the transition

matrix given by the subgraph Gw,w′ satisfies L(N) ⊆ L(R).

Here, Gw,w′ is the subgraph connecting w to w′ (not including w or w′). This definition exploits

the insight that we can think of the subgraph Gw,w′ as the transition graph of an NFA N with start

state w and final state w′. Any path w
α
99K w′ ∈ Gw,w′ satisfies α ∈ L(N). Conversely, for any

α ∈ L(N), there exists a path w
α
99K w′ ∈ Gw,w′ .
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In general, choosing R = Σ∗ will produce sound results, since this choice imposes no constraints

on the allowed paths connecting w and w′. In practice, a more restrictive language may be chosen

either to incorporate known constraints on potential specifications, or to trade some soundness for

improved scalability.

3.2.3 The Specification Inference Problem for GRW
We now formulate the corresponding missing specifications problem. Our goal is to infer specifica-

tions of the following form: there exists a path (or set of paths) connecting w and w′. As discussed

above, both points-to and flow specifications can be described in this manner. We need to define

a partial order ≤ on GRW that captures the notion of making minimal assumptions about missing

specifications. Because we are searching for source-sink paths, it is natural to define ≤ in terms of

source-sink paths through G. To simplify notation, we assume there is a single source and a single

sink, i.e. Vsource = {vsource} and Vsink = {vsink}. Let P(G) = {vsource
α
99K vsink ∈ G | T ∗

=⇒ α}
denote the set of all possible source-sink paths in G. We define the weight of a source-sink path

p ∈ P(G) to be

weight(p) =
∑

(w,w′)∈W

(# times p passes through Gw,w′).

In other words, the weight of a path p equals the number of assumptionsGw,w′ 6= ∅ used along p. Note

that if an assumption is used multiple times (i.e., p passes through Gw,w′ multiple times), then each

use is counted separately. Define the weight of G ∈ GRW to be the minimum weight of any source-sink

path in G: weight(G) = arg minp∈P(G) weight(p). Now define G1 ≤ G2 if weight(G1) ≤ weight(G2).

In other words, we want to find G ∈ GRW with the source-sink path of lowest weight. In Section 3.3,

we show how to reduce this problem to the shortest-path CFL reachability problem.

We are interested in inferring both flow and points-to specifications. Let Vm = V arg
m ∪ {rm},

where V arg
m is the set of parameters of a function m, and rm is the return value of m. First, we infer

missing flow specifications:

Wflow = {(w,w′) : w ∈ V arg
m and w′ ∈ Vm}

Rflow = RefRef

For example, we could use the family GRflow

Wflow
to infer the specification for Double.toString if it were

missing.
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Figure 3.6: An overview of our specification inference system. The system infers specifications Ŝ
and proposes them to the oracle O (i.e., the human analyst), who examines the proposals and
generates a new set of specifications Snew. Then S ← S ∪ Snew, and the process repeats. Program
fact extraction is described in Figure 2.3. While not depicted here, C may depend on P . The
graph transformation and CFG transformation are computed by Algorithm 2. The shortest-path
CFL reachability algorithm is described in Section 3.3.3 and Appendix 3.3.4. The specification
refinement loop is performed by Algorithm 3.

Second, we infer missing points-to specifications:

Walias = {(w,w′) : w,w′ ∈ Vm}

Ralias = (Assign + Assign)

(New + Assign + Put[f ]f∈F + Get[f ]f∈F

+New + Assign + Put[f ]f∈F + Get[f ]f∈F )∗

(Assign + Assign)

The possible sequences of operations are bracketed by (Assign+Assign) because allocation and field

access operations cannot be performed on parameters and return values (since they are added to Ĝ

by the static analysis and do not correspond to references in the program, as described in Chapter 2).

3.3 Algorithms for Specification Inference

In this section we present an algorithm that solves the missing specifications problem stated in Def-

inition 3.2.1 for GRW . Next, we discuss an optimization that enables our algorithm to scale to large

programs. Finally, we describe how to extend the algorithm to solve the specification inference prob-

lem stated in Definition 3.2.2 by using a shortest-path extension of the CFL reachability algorithm.
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1. N (v
σ−→ v′) = {v σ−→ v′} for all σ ∈ Σ

2. N (v
R1R2−−−→ v′) = N (v

R1−−→ t) ∪N (t
R2−−→ v′)

3. N (v
R1+R2−−−−−→ v′) = N (v

R1−−→ v′) ∪N (v
R2−−→ v′)

4. N (v
R∗1−−→ v′) = {v ε−→ t} ∪ N (t

R1−−→ t) ∪ {t ε−→ v′}

Figure 3.7: Given v
R−→ v′, N constructs the transition graph for a NFA that accepts R with start

state v and final state v′. In Rules 2 and 4, t is a fresh vertex.

This allows us to construct an algorithm that interacts with a human analyst to produce results

that are sound and precise with respect to G∗. An overview of our system is given in Figure 3.6.

3.3.1 Algorithms for GRW
Consider (w,w′) ∈ W . Recall that every potential path w

α
99K w′ satisfies α ∈ L(R). To be sound

and precise with respect to GRW , it suffices to construct a subgraph connecting w and w′ such that

there is a path w
α
99K w′ through this subgraph if and only if α ∈ L(R).

The subgraphs that satisfy this property are the transition graphs for nondeterministic finite

automata (NFAs) that accept L(R). For every (w,w′) ∈ W , Algorithm 1 constructs the transition

graph N (s
R−→ f) for one such NFA, and then adds this transition graph to Ĝ to connect w to w′,

resulting in graph G′. Finally, we compute the transitive closure (G′)C of G′ with respect to the

context-free language C. The following correctness result follows from the correspondence between

L(R) and N (s
R−→ f) described above.

Theorem 3.3.1 Algorithm 1 is sound and precise for GRW .

3.3.2 Optimizations

Consider the subgraph Gi = N (si
R−→ fi) constructed by Algorithm 1 for a pair (wi, w

′
i) ∈W (where i

is an index over pairs (wi, w
′
i)). One issue scaling Algorithm 1 is that the CFL reachability algorithm

may add a large number of edges that are only among the vertices within Gi. Any such internal edge

ni
A−→ mi, where ni and mi are vertices in Gi, is added whenever there is a path ni

α
99K mi ∈ Gi

such that A
∗

=⇒ α. The problem is that the subgraphs Gi are all isomorphic—thus, the same edges

are recomputed many times by the standard CFL reachability algorithm. This observation suggests

that we can benefit from precomputing the internal edges.

One convenient way to implement this optimization is to preprocess the grammar C instead of

adding graphs to Ĝ. That is, we embed an (optimized) version of Gi in C. Since the graphs Gi are

all isomorphic to one another, this embedding only needs to be performed once. Intuitively, such an

transformation is possible because Gi encodes a regular language and C is context-free.
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Algorithm 1 A sound and precise algorithm for GRW . Here, N (s
R−→ f) is defined in Figure 3.7.

function Expansion(C, Ĝ,W,R, v, v′)

return v
T−→ v′

?
∈ (ExpansionHelper(Ĝ,W,R))C

end function
function ExpansionHelper(Ĝ,W,R)

G′ ← Ĝ
for all (w,w′) ∈W do

// s and f are fresh vertices

G′ ← G′ ∪ {w ε−→ s, f
ε−→ w′} ∪ N (s

R−→ f)
end for
return G′

end function

The essential idea is that for every (wi, w
′
i) ∈ W , we replace Gi by a single vertex. Because we

are only interested in summarizing the transitive closure of Gi with respect to C, we only need one

vertex to represent the net effect of Gi, though this vertex may have many incident edges. More

specifically, we modify Ĝ in the following ways to define a new graph G:

• We add a new vertex vi to Ĝ; here the single vertex vi will represent Gi.

• We add two new, distinct terminal symbols b and e to Σ, standing for “beginning Gi at wi”

and “exiting Gi at w′i”, respectively. These terminals are needed to mark in the modified

grammar where we enter and exit Gi.

• We add the edges wi
b−→ vi

e−→ w′i to Ĝ.

We now turn to incorporating the transitions of each Gi into C, defining a new grammar C. Let

ni, mi, and ri denote vertices in Gi (corresponding to NFA states n, m, and r, respectively). Let

v ∈ V̂ (recall that V̂ is the set of vertices of Ĝ—i.e., all the vertices not in any Gi). Finally, G′ is

the graph constructed by Algorithm 1. We want C and C to correspond in the following way:

1. If there is an edge v
A−→ ni ∈ (G′)C , then there should be an edge v

An−−→ vi ∈ G
C

. Intuitively,

the non-terminal An records that A was matched ending at the vertex in Gi corresponding to

state n.

2. If there is an edge ni
A−→ v ∈ (G′)C , then there should be an edge vi

An−−→ v ∈ GC . Intuitively,

the non-terminal An records that A was matched starting at the vertex in Gi corresponding

to state n.

3. If there is an edge ni
A−→ mj ∈ (G′)C (that is not an internal edge), then there should be an

edge vi
Anm−−→ vj ∈ G

C
. Intuitively, the non-terminal Anm records that A was matched starting

at the vertex in Gi corresponding to state n, and ending at the vertex in Gj corresponding to

state m.
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Algorithm 2 Optimized algorithm for GRW . Here, T (Gi, C) applies the rules in Figure 3.8 to C for
the given graph Gi. Also, s and f are fresh vertices.

function Preprocess(C, Ĝ,W,R, v, v′)

Gi ← N (s
R−→ f); C ← T (Gi, C)

return v
T−→ v′

?
∈ (PreprocessHelper(Ĝ,W ))C

end function
function PreprocessHelper(Ĝ,W )

G← Ĝ
for all (w,w′) ∈W do

// v is a fresh vertex

G← G ∪ {w b−→ v, v
e−→ w′}

end for
return G

end function

Finally, we need to define the productions for each of the additional non-terminals so that conditions

1-3 above are satisfied. We generate these additional productions of C from the productions in C

and the C-closure of Gi using the rules in Figure 3.8. In the figure, we refer to vertices si and fi in

Gi introduced by Algorithm 1, which correspond to the start state s and end state e of the NFA,

respectively.

We briefly explain Rules 1a-f (the rules for non-terminals of the form An) for producing produc-

tions of C in Figure 3.8; Rules 2a-f and 3a-h are similar.

(a) Suppose we have edge v
A−→ wi ∈ (G′)C . Because we have edge wi

ε−→ si ∈ G′, we produce

v
A−→ si ∈ (G′)C . In G

C
, we have edges v

A−→ wi
b−→ vi, and we need to produce v

As−−→ vi. This

is achieved by the production As → Ab ∈ C.

(b) Suppose we have internal edge si
A−→ ni ∈ GCi . Because we have edge wi

ε−→ si ∈ G′, we

produce wi
A−→ ni ∈ (G′)C . In G

C
, we have edge wi

b−→ vi and we need to produce wi
An−−→ vi.

This is achieved by the production An → b ∈ C.

(c) Suppose we have internal edge ni
ε−→ mi ∈ GCi and edge v

A−→ ni ∈ (G′)C . Then we produce

v
A−→ mi ∈ (G′)C . In G

C
, we have edge v

An−−→ vi, and we need to produce v
Am−−→ vi. This is

achieved by the production Am → An ∈ C.

(d) Suppose we have edge v
B−→ ni ∈ (G′)C and production A → B ∈ C. Then we produce

v
A−→ ni ∈ (G′)C . In G

C
, we have edge v

Bn−−→ vi, and we need to produce v
An−−→ vi. This is

achieved by the production An → Bn ∈ C.

(e) Suppose we have edges v
B−→ v′

D−→ ni ∈ (G′)C and production A → BD ∈ C. Then we

produce v
A−→ ni ∈ (G′)C . In G

C
, we have edges v

B−→ v′
Dn−−→ vi, and we need to produce

v
An−−→ vi. This is achieved by the production An → BDn ∈ C.
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1. Productions for An:

(a)
As → Ab ∈C

(b)
si

A−→ ni ∈GCi
An → b ∈C

(c)
ni

ε−→ mi ∈GCi
Am → An ∈C

(d) A→ B ∈C
An → Bn ∈C

(e) A→ BD ∈C
An → BDn ∈C

(f)

A → BD ∈ C

ni
D−−→ mi ∈ G

C
i

Am → Bn ∈C

2. Productions for An:

(a)
Af → eA ∈C

(b)
ni

A−→ fi ∈GCi
An → e ∈C

(c)
mi

ε−→ ni ∈GCi
Am → An ∈C

(d) A→ B ∈C
An → Bn ∈C

(e) A→ BD ∈C
An → BnD ∈C

(f)

A → BD ∈ C

mi
B−−→ ni ∈ G

C
i

Am → Dn

3. Productions for Anm:

(a)
Ans → Anb ∈C

(b)
Afn → eAn ∈C

(c)
ni

ε−→ mi ∈GCi
Arm → Arn ∈C

(d)
mi

ε−→ ni ∈GCi
Amr → Anr ∈C

(e) A→ B ∈C
Amn → Bmn ∈C

(f) A→ BD ∈C
Amn → BmDn ∈C

(g)

A → BD ∈ C

ni
D−−→ mi ∈ G

C
i

Arm → Brn ∈C

(h)

A → BD ∈ C

mi
B−−→ ni ∈ G

C
i

Amr → Dnr ∈C

4. Stitching productions:

(a)
A→ Afe ∈C

(b)
A→ bAs ∈C

(c) A→ BD ∈C
A→ BnDn ∈C

(d) A→ BD ∈C
An → BmDmn ∈C

(e) A→ BD ∈C
An → BnmD

m ∈C

(f) A→ BD ∈C
Anm → BnrD

r
m ∈C

Figure 3.8: Productions for C.

1. FlowsTon → FlowsTos (Rule 1f)

2. FlowsTon → FlowsTo[f ]n (Rule 1f)

3. FlowsTon → FlowsTo[f ] FlowsTon (Rules 1e & 1f)

4. FlowsTo[f ]n → FlowsTon (Rule 1f)

5. FlowsTo[f ]n → FlowsTo Put[f ] FlowsTon (Rule 1e)

Figure 3.9: Examples of production rules added by Figure 3.8, along with the rules that generate
them.
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𝑟getLatitude

argadd Assign𝑏 e𝑣

olat

N
ew

listAssign

A
ssign

lat thisadd

olist

N
ew

Figure 3.10: Algorithm 2 adds the dashed edges to Figure 3.3 if the specification for List.add is
missing. We only show edges relevant to the production of the edge labeled (4).

(f) Suppose we have edge v
B−→ ni ∈ (G′)C , internal edge ni

D−→ mi ∈ GCi , and production

A → BD ∈ C. Then we produce v
A−→ mi ∈ (G′)C . In G

C
, we have edge v

Bn−−→ vi, and we

need to produce v
Am−−→ vi. This is achieved by the production Am → Bn ∈ C.

Note that cases (e) and (f) correspond to two possibilities for binary productions, (e) handling the

case where one edge is fully outside of Gi and (f) handling the case where one edge is fully inside

Gi. In the case where only the middle vertex is in Gi and both endpoints are outside, then we need

the “stitching production” (c) in Figure 3.8. We describe stitching productions (a), (b), and (c):

(a) Suppose we have edge v
A−→ fi ∈ (G′)C . Because we have edge fi

ε−→ w′i ∈ G′, we produce

v
A−→ w′i ∈ (G′)C . In G

C
, we have edges v

Af−−→ vi
e−→ w′i, and we need to produce v

A−→ w′i. This

is achieved by the production A→ Afe ∈ C.

(b) Suppose we have edge si
A−→ v ∈ (G′)C . Because we have edge wi

ε−→ si ∈ G′, we produce

wi
A−→ v ∈ (G′)C . In G

C
, we have edges wi

b−→ vi
As−−→ v, and we need to produce wi

A−→ v. This

is achieved by the production A→ bAs ∈ C.

(c) Suppose we have edges v
B−→ ni

D−→ v′ ∈ (G′)C and production A → BD ∈ C. Then we

produce v
A−→ v′ ∈ (G′)C . In G

C
, we have edges v

Bn−−→ vi
Dn−−→ v′, and we need to produce

v
A−→ v′. This is achieved by the production A→ BnD

n.

The stitching productions (d), (e), and (f) are similar to (c).

Finally, we show that the rules given in Figure 3.8 are complete. As above, we focus on Rules

1a-f first. Note that we need to add an edge v
An−−→ vi whenever there exists a path v

α
99K wi and

there exists β ∈ Σ∗ such that A
∗

=⇒ αβ and si
β
99K ni ∈ Gi. In other words, α is the portion of the

path in Ĝ and β is the portion of the path in Gi, and the path ends at vertex ni ∈ Gi. Consider the

production that is the first step in the derivation of A
∗

=⇒ αβ:



CHAPTER 3. INTERACTIVE SPECIFICATION INFERENCE 29

• Case A→ ε: then α = ε, so v = wi, and we need to add edge wi
An−−→ vi. The fact that α = ε

also implies that A
∗

=⇒ β, so si
A−→ ni ∈ GCi . Hence this case is handled by Rule 1b.

• Case A→ BD: either α is a prefix of BD and β is a suffix of D (handled by Rule 1e), or α is

a prefix of B and β is a suffix of BD (handled by Rule 1f).

• Case A→ B: then α is a prefix of B and β is a suffix of B, so this case is handled by Rule 1d.

Rule 1a is added to satisfy the semantics of the symbol b ∈ Σ. Finally, we have to consider ε

transitions that occur in GCi —i.e., ni
ε−→ mi ∈ GCi (these transitions are used in conjunction with

the implicit productions A → εA and A → Aε). These transitions are handled by Rule 1c. Rules

2a-f and 3a-h follow similarly.

Next, we show that Rules 4a-f are complete. Note that we need to add an edge v
A−→ v′ whenever

there exist paths v
α
99K wi and w′i

γ
99K v′, and there exists β ∈ L(R) such that A

∗
=⇒ αβγ. Here, α

and γ are the portions of the path in Ĝ, and β is the portion of the path in Gi. As before, we can

consider production that is the first step in the derivation of A
∗

=⇒ αβγ. This time, we only need

to handle the case where the production is split at vertex vi—i.e., A → BD, where B
∗

=⇒ αβ1 and

D
∗

=⇒ β2γ (and β = β1β2); this is handled by Rule 4c. Rules 4d-f follow similarly when considering

productions for An, An, and Amn . Finally, the semantics of the symbols b and e are handled by Rules

4b and 4a, respectively. While we only described the case where the path passes through a single

pair (wi, w
′
i), the general case follows because the first step in the derivation can be split only at a

single vertex vi.

We denote the subroutine constructing C by T , i.e. C = T (Gi, C). Note that any Gi can be

used, since Gi (and hence GCi ) is the same for every (wi, w
′
i) ∈ W . Algorithm 2 calls T to obtain

a new grammar C. It then computes the transitive closure G
C

. We have the following correctness

result:

Theorem 3.3.2 Algorithm 2 is sound and precise for GRW .

We briefly discuss the complexity of Algorithm 2. The rules in Figure 3.8 are not recursive, so

the number of productions in C is a constant multiple of the number of productions in C. Similarly,

the graph G constructed by Algorithm 2 is a constant mulitple of the size of Ĝ. The complexity

of Algorithm 2 is dominated by the complexity of computing the transitive closure G
C

. This is

O(|G|3|C|3) (where |G| is the number of vertices in G, and |C| is the number of terminals and

non-terminals in C) [99].

As an example, consider GRalias

Walias
defined in Section 3.2. Let

Σpt = {New,Assign} ∪ {Get[f ′],Put[f ′] | f ′ ∈ F}.

As before, we include symbols σ in Σpt. Recall that Ralias = (Assign + Assign)Σ∗pt(Assign + Assign).

Then N (s
Ralias−−−→ f) produces the transition graph for the NFA N = ({s, n, f}, δ, s, f), where n ∈
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δ(s,Assign), n ∈ δ(s,Assign), n ∈ δ(σ, n) for all σ ∈ Σpt, f ∈ δ(Assign, n), and f ∈ δ(Assign, n).

Productions for FlowsTon and FlowsTo[f ′]n (f ′ ∈ F) are shown in Figure 3.9.

Consider the code in Figure 3.1, and suppose the specification for List.add is missing, so Walias =

VList.add. In Figure 3.10, we show the following edges that are added by Algorithm 2:

1. This edge represents two edges: FlowsTos is added by FlowsTos → FlowsTo b (Rule 1a), and

FlowsTon is added by FlowsTos → FlowsTon (Rule 1f, since FlowsTo→ FlowsTo Assign).

2. This edge is added by FlowsTo ◦ Put[f ]n → FlowsTon (Rule 1f, since FlowsTo ◦ Put[f ] →
FlowsTo Put[f ]).

3. This edge represents two edges: FlowsTo
f

is added by FlowsTo
f → e FlowsTo (Rule 2a), and

FlowsTo
n

is added by FlowsTo
n → FlowsTo

f
(Rule 2f, since FlowsTo→ Assign FlowsTo).

4. This edge is added by FlowsTo[f ]→ FlowsTo◦Put[f ]n FlowsTo
n

(Rule 4c, since FlowsTo[f ]→
FlowsTo ◦ Put[f ] FlowsTo).

We have used the production FlowsTo ◦Put[val]→ FlowsTo Put[val] that comes from normalizing

the CFG. Once Algorithm 2 adds the edge olat
FlowsTo[val]−−−−−−−−→ olist, it will add the edge LOC

SrcSink−−−−−→ SMS

as a consequence of the productions in Ctaint.

3.3.3 Interactive Refinement

We extend Algorithm 2 to find sufficient assumptions for the edge e′ = vsource
T−→ vsink (recall

that sufficient assumptions are encoded as graphs G ∈ GRW such that A(vsource, vsink) = e′
?
∈ GC). If

Algorithm 2 does not produce any source-sink edge e′, then we simply return Ĝ. Otherwise, we record

the inputs for each edge produced by Algorithm 2 when computing the closure G
C

. Recursively

searching through the inputs of e′, we reconstruct a path p = vsource
α
99K vsink such that T

∗
=⇒ α.

We record the index of every pair of edges wi
b−→ vi

e−→ w′i that occurs along p, which we denote by

I. Then we add the corresponding graphs Gi = N (si
R−→ fi) to Ĝ, i.e. G = Ĝ ∪ {Gi | i ∈ I}. The

resulting graph G has the desired property e′ ∈ GC .

There may exist multiple paths p = vsource
α
99K vsink such that T

∗
=⇒ α, each of which may

yield different sufficient assumptions G. We further extend Algorithm 2 to find minimal sufficient

assumptions G for e′. Recall that this corresponds to minimizing weight(G), i.e. finding G ∈ GRW
with source-sink path p of minimum weight(p). To do so, we define a weight function on Σ by setting

weight(b) = weight(e) = 1
2 , and weight(σ) = 0 for all other σ ∈ Σ. This extends to Σ∗ by setting

weight(σ1...σk) =
∑k
i=1 weight(σi). Note that for source-sink path p = vsource

α
99K vsink ∈ P(G),

weight(p) = weight(α). Consider the following:

Definition 3.3.3 Let G be the graph defined above. The shortest-path CFL reachability problem is

to return the shortest path p∗ = arg minp∈P(G) weight(α), or return ∅ if P(G) = ∅.



CHAPTER 3. INTERACTIVE SPECIFICATION INFERENCE 31

Algorithm 3 Iterative refinement of results. Here, s and f are fresh vertices.

function OracleRefine(C, Ĝ,W,R, v, v′,O)

Gi ← N (s
R−→ f); C ← T (Gi, C)

repeat
G←PreprocessHelper(Ĝ,W )

p∗ ←ShortestPath(C,G, v
T−→ v′)

for all w
b−→ v

e−→ w′ ∈ p∗ do
Ĝ← Ĝ ∪ O(w,w′)
W ←W − {(w,w′)}

end for

until v
T−→ v′ 6∈ GC or weight(p∗) = 0

return v
T−→ v′

?
∈ GC

end function

Knuth describes a generalization of Djikstra’s algorithm to find the shortest string in a context-

free grammar [82]. This algorithm generalizes to solving the shortest-path CFL reachability problem:

we replace the worklist of edges in [99] with a heap of edges, where the priority of an edge is the

weight of its shortest path; see Algorithm 4 in Section 3.3.4 for details. By using Algorithm 4 to

compute the closure G
C

, we find the source-sink path p∗ ∈ P(G) that passes through the fewest

possible edges w
b−→ v

e−→ w′. Then the sufficient assumptions G constructed from p∗ has minimum

weight.

Finally, we describe an algorithm for interactively refining the static analysis results with the

help of a human analyst. Recall that the graph Ĝ is missing some vertices and edges from G∗.

Suppose we can query an oracle to obtain information about G∗:

Definition 3.3.4 We say O is an oracle for G if for every (w,w′) ∈W , O(w,w′) = G∗w,w′ .

We use a human analyst as an oracle O. On input (w,w′), the analyst examines the library docu-

mentation and return the true specification G∗w,w′ . The problem is to produce static analysis results

that are sound and precise with respect to G∗, while making as few queries O(w,w′) as possible.

Algorithm 3 solves this problem. It obtains the shortest path p∗ ∈ P(G) for the edge e′ =

vsource
T−→ vsink by calling p∗ ← ShortestPath(C,G, e′). Then the algorithm replaces every edge

w
b−→ v

e−→ w′ in p∗ with O(w,w′). Algorithm 3 repeats this process until either weight(p∗) = 0, or

until P(G′) = ∅. In the former case, the path p∗ does not contain any symbols b or e, i.e. p∗ does not

pass through any potentially missing specifications. This proves that p∗ ∈ Ĝ, i.e. e′ ∈ ĜC ⊆ (G∗)C .

In the latter case, because Algorithm 2 is sound, it only returns p∗ = ∅ if there does not exist any

G ∈ GRW such that e′ ∈ G. Since we have assumed that G∗ ∈ GRW , this proves that e′ 6∈ (G∗)C .

Therefore:

Theorem 3.3.5 Algorithm 3 computes vsource
T−→ vsink

?
∈ (G∗)C .
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3.3.4 Shortest-Path CFL Reachability

The shortest-path algorithm in Algorithm 4 generalizes Knuth’s algorithm for finding shortest strings

in CFLs to computing shortest-path CFL reachability. Essentially, Knuth’s algorithm [82] builds on

an algorithm for determining emptiness of a context-free grammar: it adds a heap that keeps track

of the shortest sequence of terminals that can be derived from each non-terminal symbol. Similarly,

Algorithm 4 generalizes the algorithm for computing CFL reachability described in [99]. In the

pseudocode, arrays are denoted as [x1, ..., xk], and addition of arrays is defined to be [x1, ..., xk] +

[y1, ..., yh] = [x1, ..., xk, y1, ..., yh].

We introduce a heap H that keeps track of the shortest path for each edge v
A−→ v′. The current

priority of the edge v
A−→ v′ is the length of the current shortest path. If a shorter path is found, then

the heap is updated with the new path and the new priority. At every iteration of the algorithm,

the lowest priority edge v
A−→ v′ (with priority Pcur) is removed from the heap, added to GC , and

then processed. Note that once this happens, there can be no way of producing v
A−→ v′ with

lower priority: every subsequent edge removed from H must have priority at least Pcur, so any edge

produced while processing such an edge must also have priority at least Pcur. Since every possible

way of producing v
A−→ v′ is considered, the shortest path is correctly identified.

The heap H supports the following operations: Update(e) updates the priority of edge e (and

adds e to H if e 6∈ H), Empty() returns true if the heap contains no edges, Priority(e) returns

the current priority of edge e, and DeleteMin() removes the lowest priority element in the heap

and returns it (along with its current priority). We assume that Priority returns ∞ for edges

not yet added to H, and 0 for edges already removed from H. The complexity of Algorithm 4 is

O(|G|3|C|3(log |G|+ log |C|)) because of the additional cost of updating the heap (as before, |G| is

the number of vertices in G, and |C| is the number of terminals and non-terminals in C).

The shortest path itself is stored in a map I, which keeps track of the edges [e1, ..., ek] (where

k ∈ {0, 1, 2}) used to produce v
A−→ v′. The shortest path itself is reconstructed by recursively

querying the shortest path for each edge in I[v
A−→ v′].

Algorithm 4 does not handle edges labeled with the empty string ε, or productions A → ε. In

order to handle the former, our solver introduces a fresh terminal symbol ε̂, replaces every edge

v
ε−→ v′ with v

ε̂−→ v′, and adds productions A → ε̂A and A → Aε̂ for every non-terminal A in the

input grammar. The latter is handled by adding self loops v
A−→ v for every v ∈ V and every A ∈ U

such that A→ ε ∈ C (see [99]).

3.4 Implementation

We have implemented the system described in Figure 3.6. Within our specification inference frame-

work, we infer both flow and points-to specifications. For each inferred specification, we manually
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Spec. Type Flow Alias
# Android apps 179 156

Total Correct Specifications Proposed 486 35
Total Specifications Proposed 1122 63

Overall Accuracy 0.433 0.556
Average # Specifications Proposed 23.8 0.813

Accuracy of Random Sample 0.140 N/A

Figure 3.11: Statistics on inferred Android framework specifications.

reference the Android framework documentation to determine if the specification is correct, and re-

run the analysis with the updated specifications. We repeat this process until no new specifications

are inferred.

When inferring points-to specifications, the large size of the static points-to sets makes it difficult

to scale the inference algorithm. We implemented a demand-driven optimization. First, we perform

the entire analysis using BDDBDDB as the solver. However, BDDBDDB cannot compute shortest

paths. Instead, we use the results from BDDBDDB to prune irrelevant edges (i.e., edges that do not

contribute to a source-sink path) from G. Finally, we recompute the analysis using our shortest-path

CFL solver.

Since our focus in on the long tail of missing specifications, we bootstrap our implementation

of the specification inference framework with these baseline specifications. Also, our current im-

plementation does not consider specifications involving static fields; as discussed in Section 3.2, in

our experience such specifications lead to many false positives as there are few constraints on the

possible flows between static variables, and in practice there are few flows among them.

Finally, to be fully sound, we would ideally infer flow and points-to specifications simultaneously.

However, worst-case flow specifications introduce a large number of incorrect information flows,

causing the demand-driven optimization to fail to eliminate enough edges for the specification infer-

ence algorithm to scale for some benchmarks. As a result, we infer the two kinds of specifications

separately in our experiments.

3.5 Evaluation

We ran our tool on a corpus of 179 Android apps. Our results are for the optimized version of our

specification inference algorithm, i.e., Algorithm 2, since preliminary experiments with Algorithm 1

did not scale even to apps of moderate size. The running time for one iteration of Algorithm 3 is

plotted in Figure 3.14(c). The flow specification inference algorithm ran on all 179 apps, running in

fewer than 10 seconds per iteration on average for most apps, which is fast enough to allow a human

analyst to interactively run the analysis. The points-to specification inference algorithm successfully

ran on 156 apps. The worst-case assumptions cause a substantial increase in the points-to relation

size (see Figure 3.14(d)), which proved to be too large on the remaining 23 apps. Still, inferring
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App LOC Sum. Crit. Sum. Tot. Sum. Rounds Acc. Flows Time Type

411524 497178 43 20 6478 5 0.5116 42 178.6 Flow
APG-M 471943 20 9 5553 5 0.5 16 22.30 Flow
browser 421026 139 24 10361 16 0.2662 48 607.3 Flow
0C2B78 395053 244 11 4726 78 0.1066 222 10.38 Flow
highrail 265875 142 15 4242 18 0.1690 64 12.20 Flow

iwz 263014 38 17 4937 5 0.5789 38 14.24 Flow
ce667f 193518 48 26 4388 5 0.6042 44 10.38 Flow

ConnectBot 136800 4 4 3454 2 1.0 2 2.357 Flow
yaaic 109286 0 0 5440 1 N/A 0 3.769 Flow

tomdroid 44478 14 5 3029 6 0.3571 2 1.607 Flow

highrail 265875 2 2 5167 2 1.0 1 9623 Points-To
andmj 239227 0 0 5229 1 N/A 0 1555 Points-To
ce667f 193518 0 0 5509 1 N/A 0 3234 Points-To

ConnectBot 136800 0 0 3293 1 N/A 0 3193 Points-To
05ed92 134235 1 1 12632 2 1.0 3 2254 Points-To
SMSBot 134230 15 3 4693 7 0.467 2 284.3 Points-To
yaaic 109286 0 0 4161 1 N/A 0 816.1 Points-To
ca70f4 81974 3 0 3307 3 0.0 0 45.57 Points-To

tomdroid 44478 0 0 3697 1 N/A 0 68.154 Points-To
a1d58b 41682 2 1 2285 3 0.5 1 7.847 Points-To

Figure 3.12: Specification inference results on large Android apps: the number of Jimple lines of
code (“LOC”), the number of specifications proposed by our tool (“Sum.”), the number of worst-case
specifications (“Tot. Sum.”), the number of critical specifications (“Crit. Sum.”), the number of
iterations with the analyst in Algorithm 3 (“Rounds”), the proportion of proposed specifications that
are correct (“Acc.”), the number of new information flows discovered (“Flows”), the running time
in seconds (“Time”), and the specification type (“Type”). The accuracy is N/A if no specifications
are inferred.

Class Method Specification Type

com.google.android.maps.GeoPoint int getLatitudeE6() (this, return) Flow
java.lang.Double double parseDouble(java.lang.String) (arg1, return) Flow

org.json.JSONObject org.json.JSONObject getJSONObject(java.lang.String) (this, return) Points-To
android.telephony.gsm.SmsMessage java.lang.String getMessageBody() (this, return) Points-To

android.content.ContentValues void put(java.lang.String, java.lang.String) (arg2, this) Points-To

Figure 3.13: Sample of inferred specifications. We show the class to which the method belongs
(“Class”), the method signature (“Method”), the pair (w,w′) ∈W returned by Algorithm 3 (“Spec-
ification”), and the specification type (“Type”).
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Figure 3.14: For (a) flow and (b) points-to: # specifications proposed (black, circle), # correct (red,
triangle), and # critical (blue, diamond). (c) Run time of the flow (black, circle) and points-to
(red, triangle) specification inference algorithms. (d) Ratio of worst-case points-to relation size to
known points-to relation size. (e) Ratio of # specifications with aggregation to # specifications from
baseline, averaged over 100 random orders (black line), and for two different random orders (red
triangle, blue diamond). (f) Proportion of common specifications proposed, for c = 2 (black, solid),
3 (blue, dashed), and 4 (red, dotted), averaged over 100 random orders.
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points-to specifications runs in under 100 seconds for most apps with up to 100,000 lines of Jimple

code.

Results for selected apps, including the largest four that ran successfully for each analysis, are

shown in Figure 3.12. We show the number of specifications proposed by our tool, along with

the number of worst-case specifications. Our tool may propose specifications that are correct (i.e.,

represent valid paths throughs framework methods), but do not contribute to a correct source-sink

path in the program. Therefore, we also show the number of specifications that are both correct and

contribute to a true source-sink flow, which is a lower bound for the number of specifications that

must be proposed to achieve soundness. We call such specifications critical specifications, because

they are the specifications that an analyst must examine in order to find all source-sink flows.

The number of inferred specifications is plotted as black circles in Figure 3.14(a) and (b), along

with the number of inferred specifications that are correct (plotted as red triangles), and the number

of critical specifications (plotted as blue diamonds). For readability, (a) is a log-log plot, and the

x-axis of (b) is log-scale. The accuracy of the aggregated specifications are shown in Figure 3.11.

Note that the accuracy is directly correlated with the manual labor required by the oracle: higher

accuracy means that the oracle will have to examine fewer incorrect specifications.

3.5.1 Specification Inference Accuracy

Our first experiment demonstrates the accuracy of the specifications inferred. For each app, we

ran our inference algorithm with the baseline specifications S. The inferred points-to specifications

very accurate, in part because of type filters. We show some examples of inferred specifications in

Figure 3.13.

We compare our results to randomly chosen specifications. We randomly chose 50 possible flow

specifications in the following way: randomly choose a method, randomly choose a pair of parameters

v and v′ (or a parameter v and the return value v′), and propose the flow specification v
RefRef−−−−→ v′.

The accuracy of a specification randomly chosen in this way is only 0.140, whereas the overall

accuracy of the specifications inferred by our tool is 0.433.

The number of specifications proposed, which grows roughly linearly with app size, is very

manageable. It is usually a small multiple of the number of critical specifications. For points-to

specification inference, each app produced fewer than 20 proposals, each of which could be checked

in under a minute. Significantly more flow specifications are inferred, but these are even faster to

check. All but five of the apps required fewer than 100 proposals. In total, the tool helped discover

hundreds of new specifications and flows, a task that we estimate would have taken weeks without

the tool.
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3.5.2 Specification Aggregation

Our second experiment demonstrates how our tool can be used to quickly build a useful collection

of library specifications. Consider analyzing the apps in some arbitrary order and aggregating

specifications along the way; that is, the ith app is analyzed using all of the correct specifications

discovered in analyzing the first i − 1 apps. Intuitively, the most frequently used methods should

have their specifications discovered relatively early in the process and we should subsequently benefit

from already having those specifications and not needing to infer them again.

Figure 3.14(e) shows the proportion of new specifications proposed by Algorithm 3 with aggre-

gation to the number of specifications proposed when Algorithm 3 starts from the baseline. The

red, triangle series shows, for each app, the percentage of new specifications that the analyst must

examine. After the 100th app, more than 2/3 of the needed specifications are already known, and

for many apps no new specifications are needed. The blue, diamond series shows the same effect

from processing the apps in a different random order. The black line shows the average number

of new specifications over 100 such runs (varying the order of the apps each time); as can be seen,

the analyst’s workload for a new app with aggregation approaches about 20% of that without ag-

gregation. The red and blue series give a sense of the considerable variance, but the overall trend

is clear: regardless of chosen order, the proportion of new specifications quickly becomes small and

the analystonly does a fraction of the work compared to starting from the baseline. The required

work would drop further after processing more apps.

Figure 3.14(f) shows the proportion of common specifications that are identified after analyzing

each number of apps. We say a specification is common if it is proposed by the tool for at least

c ∈ {2, 3, 4} apps. In this graph, the black, solid curve corresponds to c = 2; the blue, dashed curve

corresponds to c = 3; and the red, dotted curve corresponds to c = 4. Each line shows the average

proportion over 100 random permutations. The tool quickly picks up a large fraction of the common

specifications, reaching more than 82% after just a quarter of the apps have been analyzed in the

case c = 3.

3.5.3 Verification

We ran Algorithm 3 to termination, i.e., until no new specifications for missing parts of the program

could add any more information flows, which means that the remaining taint flows all occur in the

original graph Ĝ. In the case of points-to specification inference, this also proves that no additional

explicit information flows can occur. Figure 3.14(b) shows the number of specifications that had

to be checked by an analyst to completely verify the absence of explicit information flows in an

app. This number is very reasonable (at most 15), showing that the tool makes verification of large

apps practical. In the case of flow specification inference, information flows due to missing points-to

specifications can still occur, and verification requires that the analyst supply all relevant points-to

specifications. In practice, this analysis still discovers many framework methods that need points-to
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specifications, since taint often flows forwards through these methods. Thus our tool finds many

taint flows even if points-to specifications are missing.

There are currently two primary limitations to our tool. One we have already discussed: inferring

both flow and points-to specifications simultaneously is too expensive for our tool on some apps. The

second is that while we can infer missing flow and points-to specifications, we still require a complete

list of the possible sources and sinks in the program to be able to find flows at all. While manually

annotating sources and sinks is a much easier problem (by orders of magnitude) than finding flows,

it would still be useful to consider how to provide automatic assistance in discovering sources and

sinks in large apps.

As can be seen from the total number of potential specifications shown in Figure 3.12, without

our tool an analyst would have to examine a huge number of potential specifications. Even if many of

these can be easily eliminated, our experience has been that without the aid of our tool, performing

verification on moderately sized apps can take hours or even days, and performing verification on

large apps is almost impossible.

3.6 Conclusion

We have developed a general framework that applies to any program analysis formulated as a

CFL reachability problem. Our framework allows us to perform a sound analysis by inferring

missing specifications, and furthermore allows an analyst to interactively refine the results. We have

demonstrated the quality of the specifications inferred by our tool on a corpus of 179 real-world

Android apps. Our results show that our tool can both help build large collections of specifications

very efficiently, and make it practical for an analyst to perform verification.
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Algorithm 4 Algorithm for computing shortest-path CFL reachability.

function ShortestPath(G,C, e)
GC ←Graph(); I ←Map(); H ←Heap()

for all v
σ−→ v′ ∈ G do

H.Update(v
σ−→ v′,weight(σ))

I[v
σ−→ v′]← ∅

end for
while ¬H.Empty() do

[v
A−→ v′, Pcur]← H.DeleteMin()

GC ← GC ∪ {v A−→ v′}
for all D → AB ∈ C do

for all v′
B−→ v′′ ∈ GC do

Pnew ← Pcur +H.Priority(v′
B−→ v′′)

if Pnew < H.Priority(v
D−→ v′′) then

H.Update(v
D−→ v′′, Pnew)

I[v
D−→ v′′]← [v

A−→ v′, v′
B−→ v′′]

end if
end for

end for
for all D → BA ∈ C do

for all v′′
B−→ v ∈ GC do

Pnew ← H.Priority(v′′
B−→ v)+Pcur

if Pnew < H.Priority(v′′
D−→ v′) then

H.Update(v′′
D−→ v′, Pnew)

I[v′′
D−→ v′]← [v′′

B−→ v, v
A−→ v′]

end if
end for

end for
for all B → A ∈ C do

if Pcur < H.Priority(v
B−→ v′) then

H.Update(v
B−→ v′, Pcur)

I[v
B−→ v′]← [v

A−→ v′]
end if

end for
end while
if e ∈ I then

return GetPath(I, e)
end if
return ∅

end function
function GetPath(I, e)

if I[e] = ∅ then
return [e]

end if
[e1, ..., ek]← I[e]
return GetPath(e1)+...+GetPath(ek)

end function



Chapter 4

Specification Inference with

Untrusted Responses

In this chapter, we study the problem of interacting with a human user to infer specifications when

the responses of the user are untrusted. We focus on the case of reachability summaries, which are

used by the static reachability analysis to determine what code is reachable, which can be a major

problem for static analyses [15, 37]—in practice, many false positives are flows through unreachable

code. In our setting, this imprecision is caused both by an imprecise callgraph (due to virtual method

calls) and by the lack of path sensitivity. Using sound assumptions about possible entry points of

an Android app can also lead to imprecision. In our experiments, 92% of false positives were flows

through unreachable code. Oftentimes, the unreachable code is found in large third-party libraries

used by the app.

We are interested in the setting where the user of the static analysis (e.g., a security analyst at

Google trying to identify and remove Android malware from Google Play) differs from the developer

who wrote the program being analyzed (e.g., the developer of an Android app submitted to Google

Play). Currently, the burden of identifying and discharging false positives is placed entirely on

the analyst, despite the fact that the developer is most familiar with the app’s code. Our goal is

to shift some of this burden onto the developer. In particular, we want the developer to provide

reachability specifications to the static analysis describing which methods in the app are reachable.

These reachability specifications allow the static analysis to restrict its search space to reachable

code, thereby reducing the false positive rate.

In practice, we envision that the developer will provide reachability specifications by supplying

tests that exercise the app code—the specification we extract is that only tested code is reachable.

We use tests to avoid the senario where a developer insists (either maliciously or to avoid effort) that

everything is reachable, thereby wasting analyst time and eliminating the benefits of our approach.

40
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Tests are executable, which means that the analyst can verify the correctness of the specifications.

Using tests as specifications has a number of additional advantages. First, developers routinely write

tests, so this approach both leverages existing tests and gives developers a familiar interface to the

specification process. Second, concrete test cases can benefit the analyst in case the app must be

manually examined. For our technical development, we assume that specifications are extracted

from tests, though any method for obtaining correct reachability specifications suffices.

Of course, a malware developer can attempt to evade detection by specifying that the malicious

code is unreachable. Our solution is simple: we enforce the developer-provided specifications by

instrumenting the app to terminate if code not specified to be reachable (e.g., not covered by any

of the developer-provided tests) is actually reached during runtime. The instrumented app is both

consistent with the developer’s specifications, and statically verified to be free of explicit information

flows.

In practice, it may be difficult for developers to provide tests covering all reachable code. There-

fore, we take an iterative approach to obtaining tests. To enforce the security policy, it is only

necessary to terminate the app if it reaches untested code that may also lead to a malicious explicit

information flow. Rather than instrument all untested program statements, we find a minimum

size set of untested statements (called a cut) such that instrumenting these statements to terminate

execution produces an app that is free of explicit information flows, and then propose this cut to the

developer. If the developer finds the cut unsatisfactory, then the developer can provide new tests

(or other reachability information) and repeat the process; otherwise, if the developer finds the cut

satisfactory, then the cut is enforced via instrumentation as before. This process repeats until either

a satisfactory cut is produced, or no satisfactory cut exists (in which case the analyst must manually

review the app).

If the developer allows (accidentally or maliciously) reachable code to be instrumented, then

it may be possible for the app to terminate during a benign execution. To make the process more

robust against such failures, we can produce multiple, disjoint cuts. We then instrument the program

to terminate only if at least one statement from every cut is reached during an execution of the app.

Our work has three main contributions:

• We formalize an interactive verification algorithm for producing verified apps using abductive

inference (Section 4.2).

• For properties formulated in terms of CFL reachability, we reduce the abductive inference

problem to an integer linear program (Section 4.3).

• We implement our framework (Section 4.4) for producing Android apps verified to be free of

explicit information flows, and show that our approach scales to large Android apps, some

with hundreds of thousands of lines of bytecode (Section 4.5).
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1. void leak(boolean flag, String data) {

2. // @Sink("sendHTTP.param", HTTP)

3. if (flag) sendHTTP(data); }

4. @Entry("onCreate")

5. void onCreate() {

6. // @Source(LOC, "getLocation.return")

7. String loc = getLocation();

8. Runnable runMalice = new Runnable() {

9. void run() { leak(true, loc); }}

10. Runnable runBenign = new Runnable() {

11. void run() { leak(false, loc); }}

12. runBenign.run(); }

Figure 4.1: An app PonCreate for which the static analysis potentially finds a false positive information
flow. The comment in line 2 indicates that the first argument of sendHTTP is a sink, and the comment
in line 6 indicates that the return value of getLocation is a source.

4.1 Overview

Consider the Android app shown in Figure 4.1, which we call PonCreate. Suppose that a developer

submits PonCreate to the app store. The first step is to run an information flow analysis on PonCreate.

We assume that the information sources and sinks are given (or inferred, see [95]). For simplicity,

we assume that the goal is to prove that the user’s location does not flow to the Internet:

φflow = @(source-to-sink explicit information flow).

In Figure 4.2, the dashed edges are edges added when computing the transitive closure of the app

in Figure 4.2. For example, because we have edge rgetLocation
New−−−→ olocation, Rules 8 and 12 add the

edge rgetLocation
FlowsTo−−−−−→ olocation. Also, because we have path

olocation
New−−−→ rgetLocation

Assign−−−−→ loc
Assign−−−−→ data

Assign−−−−→ text,

Rules 8 and 9 add edge olocation
FlowsTo−−−−−→ text. Now we have path

LOC
SrcRef−−−−→ rgetLocation

FlowsTo−−−−−→ olocation
FlowsTo−−−−−→ text

RefSink−−−−−→ HTTP,

from which Rule 11 adds LOC
SrcSink−−−−−→ HTTP.

As discussed earlier, one major source of false positive information flows is unreachable code, so

we remove parts of the program that are statically proven to be unreachable. However, statically

computed reachability information can be very imprecise; we focus on imprecision due to the static

callgraph. For example, using a callgraph generated by class hierarchy analysis, the analysis cannot

determine that line 12 cannot call runMalice.run. Even with a more precise callgraph, the static
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getLocation.return

onCreate.loc

leak.data

			𝑜#$%&'($)

sendHTTP.param

SrcSink

New

Assign

FlowsTo

Assign
Assign

SrcRef

LOC

HTTP

SrcRef

Figure 4.2: A part of the graph G for the code in Figure 4.1. Solid edges are edges extracted using
the rules in Figure 4.1. Dashed edges are edges added by the rules in Figure 2.4. Backwards edges
are omitted for clarity.

analysis may not be able to prove that flag is false in every execution. Hence, our information flow

analysis finds a flow from getLocation.return to sendHTTP.param—i.e., it fails to prove φflow.

Our approach is to search for a cut, which is a subset of statements that can be removed from

PonCreate so that the resulting app P ′onCreate satisfies φflow. More formally, let S∗ be the set of

reachable program statements. Because our static analysis is sound, the set of reachable statements

S computed by our static analysis overapproximates S∗ (i.e., S∗ ⊆ S). Let λ be a predicate of the

form

λ =
∧
s∈Eλ

(s 6∈ S∗),

where Eλ ⊆ S. In other words, λ asserts that the subset Eλ of program statements are unreachable.

Then, a cut is a predicate λ such that if λ holds (i.e., every statement in s ∈ Eλ is unreachable),

then the security policy φflow (i.e., lack of explicit information flows) holds. In our example, any of

the following choices for Eλ would allow the static analysis to prove φflow for PonCreate:

a. {3.sendHTTP(data)}

b. {7.getLocation()}

c. {9.leak(true,loc)}
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We compute λ using abductive inference [43]: given facts χ (extracted from the app P) and security

policy φ, abductive inference computes a minimum size predicate λ such that (i) χ ∧ λ |= φ (i.e., λ

together with the known program facts χ suffice to prove the security policy φ) and (ii) SAT(χ∧ λ)

(i.e., λ is consistent with the known program facts χ). In our setting, we augment χ with facts

extracted from the tests.

We propose a novel algorithm for solving the abductive inference problem for properties formu-

lated in terms of context-free language (CFL) reachability. The security policy φ states that certain

vertices in a graph representation of the program are unreachable. Our key insight is to formulate

the CFL reachability problem as a constraint system, which we encode as an integer linear program.

Finding minimum cuts in turn corresponds to a minimum solution for the integer linear program.

Once the cut λ has been computed, the app P is instrumented to ensure that λ holds, producing

a verified app P ′:

P ′ = P − Eλ.

We can enforce λ by ensuring that the statements in Elambda are unreachable in P ′. To enforce

that a statement s ∈ Eλ is unreachable, we terminate PonCreate if execution reaches the program

point immediately before s (i.e., if s is about to be executed). For example, our analysis produces

P ′onCreate = PonCreate − Eλ by instrumenting PonCreate to enforce that 3.sendHTTP(data) is un-

reachable. By the definition of a cut, φflow provably holds for P ′onCreate, so this app can be safely

placed on the app store.

However, not all of the above choices for Eλ are desirable; for example, suppose our analysis

infers Eλ = (b)—then, Eλ ∩ S∗ 6= ∅, so removing Eλ from PonCreate would result in a program that

terminates during a valid execution. We call such a cut invalid (as opposed to a valid cut, which

only removes unreachable statements; i.e., Eλ ∩ S∗ = ∅).
Thus, before publishing P ′, we show λ to the developer for inspection; if they determine that λ is

invalid, then the developer returns a test that executes onCreate, showing that (b) is reachable. By

requiring the the developer provides a test where the cut is invalid, we obtain a proof of the invalidity,

which prevents the developer from automatically rejecting any cut. Upon executing onCreate, our

system observes that (b) is reachable. Our system runs the inference algorithm to compute a new

cut, this time prohibiting choice (b). The inference algorithm can return either (a) or (c). Suppose

that this time, Eλ = (a) is returned; then the developer accepts the cut Eλ because removing Eλ

from PonCreate does not remove any functionality.

Because (3.sendHTTP(data) 6∈ S∗) is true for PonCreate, we know P ′onCreate is semantically equiv-

alent to PonCreate. Furthermore, the instrumentation in P ′onCreate incurs no runtime overhead, since

it is unreachable.

There are three alternative scenarios:



CHAPTER 4. SPECIFICATION INFERENCE WITH UNTRUSTED RESPONSES 45

• Our information flow analysis may prove φflow for PonCreate, so no instrumentation is needed.

• There may not exist a valid cut, in which case the analyst must manually inspect the app.

• Finally, the developer may incorrectly accept a cut that removes reachable code (i.e., an

invalid cut). In this case, the instrumented app P ′onCreate may abort during usage, but safety

is maintained.

Our experiments show that a valid cut exists for the majority of false positive information flows

that occur in our benchmark. Furthermore, the number of interactions required to find a valid cut

is typically small.

Finally, we extend this process to infer multiple disjoint cuts λ1, ..., λn, and instrument P to

terminate only if every λi fails. By using multiple cuts, we reduce the risk of incorrectly terminating

the app if reachable code is cut.

4.1.1 Analyzing Callbacks

In addition to imprecision in the callgraph, another source of imprecision is whether to treat

runMalice.run as a callback. Much of an Android app’s functionality is executed via callbacks

that are triggered when certain system events occur, so callbacks must be annotated as program

entry points. The Android framework provides thousands of callbacks; however, many of these call-

backs are poorly documented, which makes manually identifying and annotating callbacks a time

consuming and error prone task. If a callback annotation is missing, then reachable code may be

excluded from the analysis, introducing unsoundness.

On the other hand, every callback must override an Android framework method—we call any

such method a potential callback. Of course, not every potential callback is a true callback; for

example, any method overriding Object.equals is a potential callback but not a true callback. In

our analysis, we make the sound assumption that every potential callback is a callback—that is, we

conservatively overestimate the set of callbacks. We then infer a cut λ as before. For example, in

Figure 4.1, the static analysis treats runMalice.run as a potential callback, and thus reports the

flow of location data to the Internet. The abductive inference algorithm can return the cut

λ = (3.sendHTTP(data) 6∈ S∗)

which as before guarantees that the program is free of explicit information flows.

While more precise analyses such as [34] exist for soundly identifying callbacks, they are still

overapproximations, and furthermore may be prone to false negatives (e.g., failing to handle native

code). Our approach is both simple to implement and sound.
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4.2 Interactive Verification

We model the imprecision of static analysis by categorizing program facts as may-facts and must-

facts. May-facts are facts that the static analysis cannot prove are false for all executions. For

example, (3.sendHTTP(data) ∈ S∗) is a may-fact for PonCreate. Conversely, must-facts χ are facts

that are shown to hold for at least one concrete execution of P. For example, since 7.getLocation()

is executed by running onCreate, this is a must-fact for PonCreate, i.e.

χ = (7.getLocation() ∈ S∗) ∧ (...).

Our static analysis takes as input a cut λ that asserts that some may-facts are false; e.g., the

predicate

λ9,11 =(9.leak(true,loc) 6∈ S∗) ∧ (11.leak(false,loc) 6∈ S∗)

is a cut with which the static analysis can verify φflow for PonCreate. These assumptions have a

(finite) lattice structure (Λ,≤,>,⊥), where λ ≤ µ means: if χ ∧ λ |= φ holds, then χ ∧ µ |= φ holds

as well (i.e., µ makes stronger assumptions than λ). For example, (9.leak(true,loc) 6∈ S∗) ≤ λ9,11
because λ9,11 makes stronger assumptions. The predicate ⊥ corresponds to no assumptions (and is

guaranteed to hold), and > corresponds to assuming that all may-facts are false.

We are interested in the setting where predicates correspond to sets of program statements:

• Predicates λ correspond to sets Eλ ⊆ S:

λ =
∧
s∈Eλ

(s 6∈ S∗),

where S is the set of program statements and S∗ is the set of reachable program statements.

In other words, λ asserts that statements s ∈ Eλ are not reachable.

• Conjunction of predicates corresponds to set union:

Eλ1∧λ2
= Eλ1

∪ Eλ2
,

i.e., two cuts hold simultaneously if all of the statements from both cuts are unreachable.

• Partial order corresponds to set inclusion:

λ ≤ µ if Eλ ⊆ Eµ.

In other words, smaller sets make fewer (therefore, weaker) assumptions.

• Top and bottom: E> = S and E⊥ = ∅.
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Given λ ∈ Λ, our static analysis tries to prove χ ∧ λ |= φ (i.e., it tries to prove φ assuming λ).

When can we hope to find a valid cut λ that helps the static analysis prove φ? Consider three cases:

1. The static analysis proves χ∧ ⊥|= φ. Since ⊥ always holds, the static analysis has proven that

φ holds.

2. The static analysis cannot prove χ∧ ⊥|= φ, but proves χ ∧> |= φ. In this case, we can search

for a valid cut λ ∈ Λ with which the static analysis can prove φ.

3. The static analysis cannot prove χ ∧> |= φ. This means that even making best-case assump-

tions, the static analysis fails to prove φ, so no cut λ ∈ Λ can help the static analysis prove

φ.

In the first case, the app is already free of malicious information flows. In the third case, the app

must be sent to the analyst for manual analysis. The second case is our case of interest, which we

describe in more detail in the subsequent sections.

4.2.1 Abductive Inference

Our goal is to find a valid cut λ ∈ Λ with which the static analysis can verify that the policy φ holds.

Our central tool will be a variant of abductive inference where the known-facts χ are extracted from

tests:

Definition 4.2.1 Given must-facts χ extracted from dynamic executions, the abductive inference

problem is to find a cut λ ∈ Λ such that

χ ∧ λ |= φ and SAT(χ ∧ λ). (4.1)

Additionally, we constrain λ to be minimal, i.e. there does not exist µ ∈ Λ satisfying (4.1) such that

µ < λ.

Abductive inference essentially allows us to compute minimal specifications λ that are simultaneously

consistent with the must-facts χ and verify the policy φ. In our setting, the abductive inference

problem corresponds to finding a set Eλ such that:

• Removing Eλ from S suffices to prove φflow (i.e., removing Eλ from P guarantees that there

are no source-sink flows in the resulting app P ′).

• Eλ is consistent with must-facts χ (i.e., Eλ does not contain any statements observed during

a dynamic execution of P).

• Eλ has minimum size.

We assume access to an oracle we can query to obtain the tests used to extract must-facts χ:
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Definition 4.2.2 An oracle O is a function that, on input cut λ and program P, returns a test

Tnew showing that λ does not hold for P, or returns ∅ if λ holds for P.

In our setting, the oracle is the developer and the inferred cut λ is shown to the developer as the

set of statements Eλ to be removed from the program. If the developer is not satisfied with Eλ,

then the developer can produce a new test case such that the extracted must-facts χnew satisfy

UNSAT(χnew∧λ)—i.e., χnew shows that Eλ contains reachable statements, so λ is invalid. The tool

updates the must-facts χ← χ∧χnew and reruns the inference procedure. This process repeats until

the developer is satisfied with Eλ, upon which verification is complete. This process is performed

by the refinement loop in function InteractiveCut(P, T ) in Algorithm 5.

4.2.2 Instrumenting Cuts

Given cut λ, our framework produces

P ′ ← Instrument(P, λ),

where P ′ is instrumented to abort if λ is violated. The instrumentation guarantees that λ holds for

P ′, so φ holds for P ′ as well (as long as φ is not related to termination properties of P ′). Furthermore,

if λ holds for P, then P and P ′ are semantically equivalent. The procedure is summarized in

Algorithm 5, and an overview of the system (for callgraph specifications discussed in Section 4.3) is

shown in Figure 4.3.

The properties φ we have in mind are security policies, for example the policy φflow that no mali-

cious explicit information flow occurs, and abductive inference computes a cut Eλ such that removing

Eλ from P produces an app P ′ with no malicious flows. The instrumentation enforces Eλ simply by

terminating execution if s ∈ Eλ is reached. In our example in Figure 4.1, we instrument PonCreate to

ensure that the cut λ3 = (3.sendHTTP(data) 6∈ S∗) holds. Then Instrument(PonCreate, λ3) adds

instrumentation that terminates PonCreate if 3.sendHTTP(data) is reached.

4.2.3 Improving Precision Using Multiple Cuts

We can improve precision by computing multiple sufficient cuts, which must all fail before the

instrumentation terminates P ′. In other words, we want λ1, ..., λn such that

χ ∧ (λ1 ∨ ... ∨ λn) |= φ and ∀i, SAT(χ ∧ λi).

However, we need to avoid choosing λ1 = ... = λn (since then the predicates are correlated). To

do so, we assume that Λ comes with a meet operator u, where λ u µ should mean “intersection

of specifications λ and µ”. We require that the predicates be disjoint—i.e., λi u λj =⊥ for all
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CFG 𝐶

Program 𝑃
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Graph 𝐺

CFL Abductive
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Tests 𝑇
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Figure 4.3: The interactive verification system. One iteration of the system proceeds as follows: (i)
The system produces an inferred cut λ that suffices to prove absence of source-sink flows. (ii) The
oracle O (which is the developer) either accepts λ, or generates a new test Tnew showing that λ is
invalid.

1 ≤ i < j ≤ n. This is stronger than requiring that the predicates λi are distinct, but maximizes

the independence of the predicates, thus making it more likely that at least one of them holds.

In our setting, where predicates λ correspond to sets Eλ ⊆ S, the meet operator is intersection:

Eλuµ = Eλ ∩ Eµ.

This satisfies the requirement λuµ ≤ λ because Eλ ∩Eµ ⊆ Eλ. Now, the condition λi uλj =⊥ says

that our cuts Eλi should be non-intersecting: Eλi ∩ Eλj = ∅.
We incrementally construct the predicates λi. Our first predicate is λ1 ←Cut(φ, χ,Λ). When

computing λ2, we need to ensure that λ1 u λ2 =⊥—i.e., we need to exclude every predicate in the

downward closure

(↓ {λ1}) = {µ ∈ Λ | µ ≤ λ1}

of λ1 from consideration. To exclude these predicates, we add them to χ:

χ1 ← χ ∧
∧

λ∈(↓{λ1}−{⊥})

(¬λ).

Now consider λ2 ←Cut(φ, χ1,Λ). Let ν = λ1 u λ2. Note that ν ∈ (↓ {λ1}), since ν ≤ λ1. However,

Cut returns λ2 such that SAT(χ1 ∧ λ2), and χ1 = (¬ν)∧ (...) unless ν 6∈ (↓ {λ1}− {⊥}), so it must

be the case that ν =⊥.
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Algorithm 5 Algorithm for interactively verifying P. Here, the function Cut solves the abductive
inference problem (algorithm described in Section 4.3), and the function ExtractFacts constructs
the must-facts χ.

procedure InteractiveCut(P, φ)
T ← ∅
while true do

[χ,Λ]←ExtractFacts(P, T )
λ←Cut(φ, χ,Λ)
if λ = ∅ then

return ∅
end if
Tnew ← O(P, λ)
if Tnew = ∅ then

return λ
end if
T ← T ∪ Tnew

end while
end procedure
procedure InteractiveVerify(P, φ)

λ←InteractiveCut(P, φ)
return Instrument(P, λ)

end procedure

In general, after computing the first i− 1 predicates {λ1, ..., λi−1}, we compute

χi ← χi−1 ∧
∧

µ∈(↓{λi−1}−{⊥})

(¬µ),

and choose λi ←Cut(φ, χi,Λ). Algorithm 6 uses this procedure to compute α = λ1 ∨ ...∨ λn. Note

that at some point, the problem of computing Cut becomes infeasible, after which no new sufficient

cuts can be computed.

In our setting,

µ ∈↓ {λ} if Eµ ⊆ Eλ.

To compute multiple cuts, we need an efficient way to compute the conjunction over (↓ {λi}−{⊥}).
Note that

∧
µ∈(↓{λi}−{⊥})

(¬µ) =
∧

s∈Eλi

(¬µ{s}) =
∧

s∈Eλi

(s ∈ S∗).

To see the first equality, note that the conjunction on the right-hand side is over a subset of the

conjunction on the left-hand side, so the left-hand side implies the right-hand side. Conversely,

every µ ∈ (↓ {λi} − {⊥}) can be expressed as a (nonempty) conjunction µ{s1} ∧ ... ∧ µ{sm}, where

s1, ..., sm ∈ Eλi . Therefore ¬µ = (¬µ{s1}) ∨ ... ∨ (¬µ{sm}), which is implied by the right-hand side.



CHAPTER 4. SPECIFICATION INFERENCE WITH UNTRUSTED RESPONSES 51

Algorithm 6 Algorithm for computing multiple cuts.

procedure MultipleCut(φ, χ,Λ, n)
α← false
for all 1 ≤ k ≤ n do

λi ←Cut(φ, χ,Λ)
if λi 6= ∅ then

α← α ∨ λi
χ← χ ∧

∧
µ∈(↓{λi}−{⊥})(¬µ)

end if
end for
return α

end procedure

The resulting update rule is

χi ← χi−1 ∧
∧

s∈Eλi−1

(s ∈ S∗).

In other words, the next call to Cut assumes that every statement s ∈ Eλ is in S∗. Since λiuλj =⊥
is equivalent to Eλi ∩ Eλj = ∅, this condition is correctly enforced because χ is updated so that

every statement that occurs in Eλi is prevented from occurring in Eλj (for j > i).

To instrument the program to enforce multiple cuts α = λ1 ∨ ... ∨ λn, we keep a global array of

Boolean variables [b1, ..., bn], all initialized to false. Whenever a predicate λi is violated, we update

bi ← true. If b1 ∧ ... ∧ bn ever becomes true, then all of the predicates λi have been violated and we

terminate P ′.

4.3 Cuts for CFL Reachability

In this section, we describe an algorithm for performing interactive verification in the case of context-

free language reachability. Let C be a context-free grammar, and let G = (V,E) be a labeled graph

constructed from a program P. We assume for convenience that there is a single source Vsource =

{vsource} and a single sink Vsink = {vsink}. We consider policies φ of the form φ = (e∗ 6∈ GC), where

e∗ = vsource
T−→ vsink. This question can be answered in polynomial time [99]. However, the graph

constructed by the static analysis in general is an approximation of the true graph G∗ = (V ∗, E∗),

i.e. G∗ ⊆ G, which potentially introduces false positive source-sink paths.

In Section 4.2, we discuss predicates Eλ ⊆ S corresponding to sets of program statements. In

this section, we slightly modify notation and consider predicates Eλ ⊆ E that correspond to sets

of edges. All of our cuts are eventually converted to sets of statements—recall from Figure 2.3

that edges correspond directly to statements, except for edges of the form vsource
SrcRef−−−−→ v and

v
RefSink−−−−−→ vsink that do not occur in our cuts.

The must-facts are predicates (e ∈ G∗) where e is an edge certain to be in G∗, whereas the
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may-facts are predicates (e ∈ G∗) where it is uncertain whether e ∈ G∗. Let Ep ⊆ E be this set of

may-edges; then e ∈ Ep corresponds to may-fact (e ∈ G∗). Our goal is to infer specifications of the

form

λ =
∧
e∈Eλ

(e 6∈ G∗)

where Eλ ⊆ Ep. In other words, λ specifies that the edges in Eλ are not in G∗. The partial ordering

on the lattice Λ of specifications is λ ≤ µ if Eλ ⊆ Eµ; i.e., λ makes fewer assumptions about which

edges are not in G∗.

In this setting, the abductive inference problem is to find a minimal subset Eλ ⊆ Ep such that

λ |= φ holds for P. All else being equal, we prefer to find the smallest cuts possible, so we add the

stronger constraint that |Eλ| is minimized.

Definition 4.3.1 Let Gλ = (V,E − Eλ); i.e. the subgraph of G with edges e ∈ Eλ removed. A

predicate λ ∈ Λ is a sufficient cut if and only if e∗ 6∈ GCλ . The CFL reachability minimum cut

problem is to find a sufficient cut λ that minimizes |Eλ|—i.e., there does not exist any sufficient cut

µ such that |Eµ| < |Eλ|.

The CFL minimum cut problem is NP-hard—we give a proof in Appendix 4.6.

4.3.1 Algorithms for CFL Reachability Cuts

We describe a reduction of the minimum cut problem to an integer linear program (ILP). The

objective of the ILP is to minimize |Eλ| over the set of predicates {λ ∈ Λ | e∗ 6∈ GCλ }. We need

to translate the constraints on λ into linear inequalities. To do so, we first recast the problem by

introducing the Boolean variables δe = (e 6∈ GCλ ) ∈ {0, 1} for every edge e ∈ GC—i.e., δe = 1 if

removing Eλ from E causes e to be removed from G. We can recover Eλ given the values δe, i.e.

Eλ = {e ∈ Ep | δe = 1}. In this formulation, the objective is to minimize |Eλ| =
∑
e∈Ep δe.

Recall that e = v
A−→ v′ ∈ GCλ if there exists e′ = v

B−→ v′′ and e′′ = v′′
D−→ v′ in GCλ such that

A→ BD ∈ C (we describe the case of binary productions—the case of unary productions is similar);

we denote such a triple as e → e′e′′. Then δe ⇒ (δe′ ∨ δe′′) must hold—i.e., e is removed from GCλ

only if either e′ or e′′ is removed from GCλ . Next, for the source-sink edge e∗, we add constraint

δe∗ = 1, which enforces (e∗ 6∈ GCλ ). Finally, we require that δe = 0 for edges e ∈ E −Ep, since these

edges cannot be removed from the graph. These constraints translate into linear inequalities:

1. Productions: δe ≤ δe1 + ...+ δek for every production e→ e1...ek (k ∈ {1, 2}).

2. Remove the source-sink edge: δe∗ = 1.

3. Retain must-edges: δe = 0 for every e ∈ E − Ep
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The first set of constraints follows because δe = 1 only if δei = 1 for some 1 ≤ i ≤ k.

The number of constraints generated by this approach is intractable for the typical ILP solver,

so we introduce two optimizations to reduce the number of constraints. First, we construct the

constraints in a top-down manner—i.e., we only include productions contained in some derivation

of e∗. If an edge e ∈ GC is not contained in any derivation of e∗, then the presence of e in GCλ

does not affect the presence of e∗ in GCλ , so e can be ignored. This optimization is implemented

by first processing all productions e∗ → e1...ek (k ∈ {1, 2}); for every input ei, we recursively add

productions for ei, which recursively adds every production in some derivation of e∗.

Second, any facts added to GC produced from only the must-edges (i.e., from edges e ∈ E−Ep)
are present in GCλ for every λ ∈ Λ. Note that the graph G> = (V,E−Ep) contains no edges e ∈ Ep,
so the edges e ∈ GC> are produced by must-facts alone. This means that we can first compute

GC>, and then only include variables δe for e ∈ (GC − GC>). More precisely, consider a production

e→ e′e′′:

1. If e′, e′′ ∈ GC>, then e ∈ GC>, so we do not add any constraints.

2. If e′ ∈ GC> but e′′ 6∈ GC>, then we treat this as the unary production e→ e′′.

3. If e′, e′′ 6∈ GC>, then we treat this as e→ e′e′′ as before.

Algorithm 7 summarizes the procedure. The above discussion shows that the set Ep returned by

Algorithm 7 solves CFL reachability minimum cut problem.

In practice, we include one additional constraint. For σ ∈ Σ, edges e1 = v
σ−→ v′ and e2 = v′

σ−→ v

are distinct edges, but they are derived from the same program fact. To account for this, we impose

the additional constraint δe1 = δe2 for such pairs of edges.

For example, consider the graph in Figure 4.2. The graph shown in Figure 4.4 summarizes the

possible derivations of the edge LOC
SrcSink−−−−−→ HTTP from the terminal edges; to distinguish this graph

from GC we refer to the edges of this graph as arrows and the vertices as nodes. There are two

types of nodes—nodes corresponding to productions e→ e1...ek (shown as black circles), and nodes

corresponding to edges in GC (shown as boxes containing the corresponding edge). Each production

e → e1...ek has one incoming arrow from e, and one outgoing arrow to each of the edges e1, ..., ek.

Let

Ep = {v Assign−−−−→ v′ | v formal return value} ∪ {v Assign−−−−→ v′ | v′ formal parameter}.

In other words, Ep is the set of edges corresponding to method invocations (recall that we treat each

method invocation x=foo(y) as an assignment from argument y to formal parameter foo.param

and an assignment from formal return value foo.return to the defined variable x).

Each production generates one constraint δe ≤ δe1 + ...+ δek in the ILP, though these constraints
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Algorithm 7 This algorithm solves the CFL reachability minimum cut problem. Here, S maps
variables δe to their value in the solution to the ILP.

procedure CFLCut(C,G,Ep)
GC ←Closure(C,G); GC> ←Closure(C,G− Ep)
C ← {δe∗ = 1}
W ← [e∗]; X ← {e∗}
while ¬W .Empty() do

e←W .Pop()
for all e→ e1...ek do

F ← {ei | ei 6∈ GC>}
C ← C ∪ {δe ≤

∑
e∈F δe}

W ←W.Concat([e ∈ F | e 6∈ X])
X ← X ∪ {e ∈ F | e 6∈ X}

end for
end while
S ←SolveILP(min

∑
e∈Ep δe, C)

return {e ∈ Ep | S(δe) = 1}
end procedure

are simplified using the two optimizations described above. Figure 4.5 shows the constraints gener-

ated by Algorithm 7. Constraint 1 enforces that the SrcSink edge is in the cut. Constraint 2 enforces

the production

(LOC
SrcSink−−−−−→ HTTP)⇒ (LOC

SrcRef−−−−→ rgetLocation
FlowsTo−−−−−→ olocation

FlowsTo−−−−−→ param
RefSink−−−−−→ HTTP)

(where we used ⇒ to denote the production), but the first, second, and fourth edges on the right-

hand side of the production are in GC>, so they are not included in the constraint. The third edge

olocation
FlowsTo−−−−−→ param is produced from the three edges

rgetLocation
Assign−−−−→ loc

Assign−−−−→ data
Assign−−−−→ param,

which is captured by Contraints 3-5.

4.4 Implementation

We have implemented the interactive verification algorithm for our static information flow analysis

described in Chapter 2. We use the ILP solver SCIP [2]. For computing cuts, we use a variant

of our information flow analysis that is not context-sensitive, but we compute a 2-CFA points-to

analysis in BDDBDDB and use it to filter the points-to set we compute. More precisely, during the

computation of the transitive closure of G, whenever an edge e = o
FlowsTo−−−−−→ v is produced, we check

if the 2-CFA points-to set contains e. If not, we remove e from the graph and continue.
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 LOC HTTPSrcSink

𝑟getLocation 𝑜)*+,+-./
FlowsTo 𝑜)*+,+-./ param

FlowsTo

param HTTPRefSink LOC 𝑟getLocationSrcRef

𝑜)*+,+-./ data
FlowsTo data param

Assign

𝑜)*+,+-./ loc
FlowsTo loc data

Assign

𝑜)*+,+-./ 𝑟getLocation
FlowsTo 𝑟getLocation locAssign

𝑜)*+,+-./ 𝑟getLocation
New

𝑟getLocation
New 𝑜)*+,+-./

Figure 4.4: The derivation tree for the edge rgetLocation
SrcSink−−−−−→ param in the graph in Figure 4.2.

max
{
δ(rgetLocation

Assign−−−−→ loc) + δ(data
Assign−−−−→ param)

}
subject to

1. δ(rgetLocation
SrcSink−−−−−→ param) = 1

2. δ(rgetLocation
SrcSink−−−−−→ param) ≤ δ(olatitude

FlowsTo−−−−−→ param)

3. δ(olatitude
FlowsTo−−−−−→ param) ≤ δ(olatitude

FlowsTo−−−−−→ data)

+δ(data
Assign−−−−→ param)

4. δ(olatitude
FlowsTo−−−−−→ data) ≤ δ(olatitude

FlowsTo−−−−−→ loc)

+δ(loc
Assign−−−−→ data)

5. δ(olatitude
FlowsTo−−−−−→ loc) ≤ δ(olatitude

FlowsTo−−−−−→ rgetLocation)

+δ(rgetLocation
Assign−−−−→ loc)

Figure 4.5: The integer linear program (ILP) corresponding to the productions shown in Figure 4.4.
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App LOC Mal. F/TP Ep |{e∗}| |Ep| |V| |C| |Copt|
|Copt|
|C| Time |Eλ1 | |Eλ2 |

411524 389K Yes TP E
p+r
p 4 28K 144K 1982K 264K 0.13 64.4 6 7

0C2B78 322K Yes TP E
p
p 3 23K 491K 5076K 956K 0.19 29.5 8 10

f7d928 258K Yes TP E
p
p 4 48K 882K 18969K 1683K 0.089 663.2 11 25

tingshu 240K Yes TP E
p
p 5 27K 655K 7530K 1280K 0.17 101.3 26 36

16677 200K Yes TP E
p+r
p 4 40K 423K 6896K 809K 0.12 243.2 4 5

phone 198K Yes TP E
p
p 3 8K 83K 968K 156K 0.16 11.9 11 11

583cc9 195K Yes TP E
p
p 4 45K 792K 12575K 1526K 0.12 276.3 20 23

da8c48 190K Yes TP E
p
p 1 5K 6K 166K 8K 0.051 0.2 1 1

4292c1 155K Yes TP E
p+r
p 3 40K 1258K 10155K 2453K 0.24 92.5 1 1

5127eb 142K Yes TP E
p+r
p 2 43K 289K 4579K 548K 0.12 427.0 5 5

1c2514 100K Yes TP E
p+r
p 1 28K 347K 3182K 649K 0.20 181.7 3 4

wifi 98K Yes TP E
p+r
p 3 31K 579K 6568K 1129K 0.17 281.3 8 16

browser 346K No FP E
p
p 4 51K 669K 13718K 129K 0.094 32.1 7 19

00714C 248K Yes FP E
p
p 4 51K 986K 16784K 1922K 0.11 118.1 21 25

highrail 247K Yes FP E
p+r
p 3 39K 587K 9310K 1130K 0.12 451.5 9 9

flow 131K No FP E
p+r
p 4 31K 409K 4759K 792K 0.17 48.8 11 12

calendar 125K Yes FP E
p+r
p 4 31K 226K 3916K 430K 0.11 13.2 5 5

19780d 87K Yes FP E
p+r
p 4 28K 244K 3742K 467K 0.13 894.7 21 22

aab740 86K Yes FP E
p+r
p 4 28K 241K 3695K 461K 0.13 306.0 21 21

9d1da3 56K Yes FP E
p+r
p 5 20K 217K 4321K 420K 0.097 16.9 4 4

018ee7 53K Yes FP E
p+r
p 3 21K 148K 1952K 268K 0.098 9.8 5 5

ca70f4 44K Yes FP E
p+r
p 3 10K 57K 456K 106K 0.23 10.4 3 4

battery 33K Yes FP E
p+r
p 3 14K 98K 1076K 185K 0.17 377.1 12 13

7d43c8 27K Yes FP E
p+r
p 4 9K 33K 368K 60K 0.16 5.6 3 4

Avg. 83K – – – 2.32 12K 76K 2437K 338K 15.9 42.4 5.85 7.74

Figure 4.6: Statistics for some of the Android apps used in the experiments: the number of lines of
Jimple bytecode (“LOC”), whether the app is malware (“Mal.”), whether the app exhibited a true

or false positive information flow (“F/TP”), the number of source-sink edges |{e∗}| = |{vsource
T−→

vsink ∈ GC}|, the number of may-edges |Ep|, the number of variables |V| in the ILP, the unoptimized
number of constraints |C| and the optimized number of constraints |Copt|, the percentage |Copt|
compared to |C|, the running time of the ILP solver in seconds (“Time”), and the size of the first
cut |Eλ1

| and the second cut |Eλ2
| (both on the first iteration of our algorithm). Where relevant,

we give statistics for the largest ILP solved for the given app. Also, we include the average values
over the entire corpus of 77 apps (where Ep is taken to be Ep

p ).

4.5 Evaluation

We demonstrate the effectiveness of our approach by interactively verifying a corpus of 77 Android

apps, including battery monitors, games, wallpaper apps, and contact managers. These apps are a

combination of malware samples and a few benign apps obtained from a major security company.

The malware in this corpus contain malicious functionalities that leak sensitive information (contact

data, GPS location, and the device ID) to the Internet. We have ground truth on what information

is leaked for each app. Our goal is to apply Algorithm 5 to produce apps proven not to leak sensitive

information. The security policy is

φflow = (vsource
SrcSink−−−−−→ vsink 6∈ GCflow

(with multiple source vertices vsource and sink vertices vsink), where Cflow is the context-free grammar

encoding the explicit information flow analysis described in Chapter 2.
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Figure 4.7: Statistics of the constraint system and resulting cuts for the corpus of 77 Android apps,
plotted on a log-log scale: (a) number of unoptimized (black, circle) and optimized (red, triangle)
constraints, (b) ILP solve time in seconds, (c) size of the search space Ep, (d) size of the first cut
Eλ1 (red, triangle) and the second cut Eλ2 (black, circle).
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As described in Section 4.1.1, we prune the program by removing provably unreachable state-

ments before computing information flows. Also, we make worst-case assumptions about program

entry points—i.e., we assume that every potential callback is an entry point (recall that a potential

callback is any method in the application that overrides a method in the Android framework).

We consider cuts consisting of method invocation statements and return statements, since these

statements determine interprocedural reachability. As described in Section 4.3, this corresponds to

choosing Ep = Ep+r
p , where

Ep
p = {v Assign−−−−→ v′ | v′ formal parameter}

Er
p = {v Assign−−−−→ v′ | v formal return value}

Ep+r
p = Ep

p ∪ Er
p.

The cut λ asserts that certain edges in Ep cannot happen. If an edge in Ep
p or Er

p is cut, then we add

a statement assert(false) immediately before the corresponding method invocation statement.

To scale to some of the largest apps in our corpus, we needed to restrict our search space of

cuts—for these apps we use Ep = Ep
p as the search space. Restricting the size of the search space

can increase the size of the cuts (since the search space is strictly smaller), but in our experiments

the cuts are still reasonably sized. For apps where our algorithm scaled using both Ep
p and Ep+r

p ,

using Ep
p led an increase in cut size by at most a factor of about two (typically less).

In our first experiment, we run our tool on the corpus of apps and give statistics for the cuts

we generate (Section 4.5.1). In our second experiment, we iteratively generate specifications that

describe reachable code using Algorithm 5 (Section 4.5.2).

4.5.1 Inferring Cuts

We ran our tool on all the apps in our corpus. The results for twelve of the largest apps, along with all

apps with false positives, are shown in Figure 4.6. We computed two cuts for each app, and include

the sizes of each of these cuts in Figure 4.6. In our experience, additional cuts progressively became

larger and less useful to examine (since the size of the search space reduces on every iteration),

though in principle this process can safely be repeated until no new cuts can be produced—φflow

continues to hold and having more cuts can only enlarge the set of allowed program behaviors.

We also include some statistics on the sizes of the constraint systems generated by Algorithm 7—

these statistics are for the constraint system used to compute the first cut (which is the largest

constraint system, though typically the size is similar for other runs). We have shown both the

number of unoptimized constraints generated along with the number of constraints after applying

the optimizations described in Section 4.3. Additionally, we include the average values over all 77

apps in the corpus (using Ep = Ep
p for consistency).

We have plotted some of these statistics in Figure 4.7 for all the apps in the corpus (again, using
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Ep = Ep
p for consistency). In (a), we compare the size of the unoptimized constraint system to

the size after applying optimizations. As can be seen, the optimized constraint system typically

reduces the size by an order of magnitude (≈ 10×). The unoptimized constraint systems typically

proved to be intractable for the ILP solver to optimize, but with the optimizations the solver always

terminated and finished fairly quickly. We also show the running time for the ILP in (b). As can be

seen, our algorithm scales well to apps with hundreds of thousands of lines of Jimple bytecode.

In (c), we show the size of Ep
p—this gives a sense of the size of the search space of cuts, since

there are 2|E
p
p | possible cuts. In (d), we show the sizes of the first two cuts produced. Most of the

cuts have fewer than 16 edges, though the largest size for the first cut is 26 edges, and the largest

size for the second cut is 36 edges. All of these cuts are sufficiently small so that the developer can

easily verify whether the cut is valid. This suggests that the interactive verification process places

little work on the developer; we further evaluate this workload in our second experiment.

4.5.2 Interactive Verification

In our second experiment, we manually carried out the procedure described in Algorithm 5 to

produce verified apps P ′. Because the app developer is absent, we play the role of the developer.

However, we are disadvantaged compared to the app developer: we only have the app bytecode,

have superficial knowledge of the app’s intended functionality, and lack access to the testing tools

available to the developer. Furthermore, many of the apps crash when we try to run them due to

incompatibilities with the Android emulator.

Thus, we provide the reachability information to our tool manually, determining which statements

are reachable by reading the bytecode. The cuts are presented as a list of statements to be removed

from the app, and we mark each statement as reachable or unreachable based on our inspection.

For those apps that did not crash in the emulator (about half of the 12 apps) we also ran tests and

found that reachability information was consistent with our specifications. In practice, we expect

developers to write tests for Android apps using GUI testing frameworks such as Espresso [48].

We focused our efforts on producing cuts only for the false positives produced by our explicit

information flow analysis. If the flow is a true positive, then no cut exists, so the analyst must

necessarily inspect the app to determine whether it is malicious. As a consequence, in these cases

little can be done to reduce the analyst workload.

The apps with false positive flows are shown in the second half of Figure 4.6. For each of these

apps, we show the source of the false positive flow in Figure 4.8, and whether we determined that

the cause of the false positive is due to unreachable code. These apps typically have other true

positive flows—we include only sources that have false positive flows in φflow when performing the

verification process (or else φflow would be false for the app).

In Figure 4.8, we show the results of our interactive verification process. We show two iterations

of the process. For each iteration, we show the size of the cuts λ1 and λ2, along with the validity of
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each cut. The inspection of the cuts proceeded until a valid cut was found, or it was determined that

no cut was possible. After just two iterations of Algorithm 5, we succeeded in producing valid cuts

for all apps with false positive explicit information flows, except for the app with a false positive not

due to unreachable code. This means that only two interactions with the developer were necessary.

The cuts remained small after the second iteration, which shows that the entire process is feasible for

the developer to carry out. In the case of the final application (browser), because the false positive

was not due to unreachable code, no valid cut can be produced by our method, which means that

the app would be flagged for manual review.

To demonstrate how each step of Algorithm 5 contributes to verifying each app, Figure 4.9 plots

the number of apps remaining to be verified at each step. As can be seen, the first cut on the first

iteration alone clears many of the apps (6 out of 12), and the second cut on the first iteration clears

an additional app. The first cut on the second iteration clears three of the remaining apps, and the

second cut clears an additional app, leaving only one app that our process failed to verify.

Whereas the analyst would initially have had to analyze all 12 false positives, our approach

reduces the analyst’s workload to a single false positive. In our setting, this may not seem like a

huge improvement, because the analyst still needs to analyze the true positive apps. However, our

corpus of apps is heavily biased towards apps with malicious behaviors. In practice, the overwhelming

majority of apps received by an app store are benign, which means that even a small false positive

rate leads to a huge ratio of false positives to true positives that the analyst must analyze. We

achieve a 92% reduction in the number of false positives that need to be discharged by the analyst,

which enables the analyst to better focus effort.

While we cannot evaluate the workload required of the developer, we describe our own experience

inspecting cuts. In 10 of the cases (including the invalid cut), the cuts were very easy to evaluate,

taking only a few minutes, and we are very confident of the results. The remaining 2 cases were

considerably more difficult, and took up to two hours each, leaving more room for error. This

difficulty was primarily a consequence of code obfuscation. We believe that it would be significantly

easier for the developer, who understands the app and has source code, to examine the cuts. While

most cuts were in third-party libraries, the developer has knowledge of which library features they

use, which should aid them in evaluating the correctness of the cut. Furthermore, developers often

maintain high-coverage test suites, which we believe would also aid the process.

We found two sources of imprecision that led to the false positives. The first was the presence

of a conditional to the following effect:

if (hasLocationPermission()) { leakLoc(); }

In cases where the app did not have permissions to access location, this caused the information flow

analysis to report a false positive. The second was due to our sound assumption that every potential

callback is an entry point, which caused unreachable code to be marked as reachable. In both cases,

our algorithm can find cuts removing the unreachable code. In the case of the app for which no
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App vsource Cause
Iteration 1 Iteration 2

|Eλ1 | |Eλ2 | I1 I2 |Eλ1 | |Eλ2 | I1 I2

browser location u.k. 5 6 No No 5 None No No
00714C contacts u.r. 2 8 Yes - - - - -
highrail device ID u.r. 1 2 Yes - - - - -

flow contacts u.r. 2 3 Yes - - - - -
calendar location u.r. 3 3 Yes - - - - -
19780d contacts u.r. 1 1 No No 2 9 Yes -
aab740 contacts u.r. 1 1 No No 2 9 Yes -
9d1da3 location u.r. 4 4 No No 5 5 No Yes
018ee7 location u.r. 4 4 Yes - - - - -
battery location u.r. 8 8 No Yes - - - -
ca7b26 location u.r. 4 4 Yes - - - - -
7d43c8 location u.r. 3 4 No No 4 4 Yes -

Figure 4.8: Size and validity of cuts generated by Algorithm 7 for apps with false positive flows.
“None” means no cut could be generated. For “Cause”, “u.k.” means the cause is unknown, and
“u.r.” means the information flow is unreachable. The values Ii indicate whether the ith cut is

sufficient to prove the safety property φflow, i.e., Ii = χ ∧ λi
?
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Figure 4.9: Visualization of how many apps are successfully verified at each step of the process.
Algorithm 5 is run on each of the 12 input apps that have a false positive explicit information flow.
The x-axis describes the various points in the process, and the y-axis describes the number of apps
remaining to be verified at each point.

cut could be found, we believe the false positive was due to insufficient context sensitivity, not flows

through unreachable code.

4.6 CFL Minimum Cut is NP-Hard

Theorem 4.6.1 The CFL minimum cut problem is NP-hard.

Proof: We prove the theorem by reducing the minimum vertex cover problem to the CFL min-

imum cut problem. Consider the minimum vertex cover problem for a given undirected graph

G = (V,E), where V = {v1, ..., vn}. We construct the following directed, labeled graph G = (V, E)

and context-free grammar C such that a CFL minimum cut for G and C corresponds to a minimum

vertex cover for G.

Context-free grammar C. The context-free grammar C is defined to be:
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1. Alphabet Σ = {a, b, c, d}.

2. A single production T → abcbd, where T is the start symbol.

Graph G. The graph G is defined to be:

1. We have vertices x∗, y∗ ∈ G.

2. For each i ∈ {1, ..., n}, we have vertices xi, yi ∈ G.

3. For each i ∈ {1, ..., n}, E contains the edges

x∗
a−→ xi

b−→ yi
d−→ y∗.

4. For each edge (vi, vj) ∈ E, we have edges

yi
c−→ xj , yj

c−→ xi.

CFL minimum cut problem. Finally, the specification of the CFL minimum cut problem is as

follows:

1. The source vertex is x∗.

2. The sink vertex is y∗.

3. The edges labeled b have weight 1.

4. All other edges have weight ∞.

CFL minimum cut ⇒ vertex cover. First, we claim that given a cut Ecut = {xi
b−→ yi}, the

corresponding vertices

Vcover = {vi | xi
b−→ yi ∈ Ecut}

form a cover. To see this, note that for every edge (vi, vj) ∈ E, we have path

x∗
a−→ xi

b−→ yi
c−→ xj

b−→ yj
d−→ y∗

in E . By the definition of a cut, we know that

xi
b−→ yi ∈ Ecut or xj

b−→ yj ∈ Ecut.

As a consequence, by the definition of Vcover, we have

vi ∈ Vcover or vj ∈ Vcover,
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so Vcover is a vertex cover as claimed.

Vertex cover ⇒ CFL minimum cut. Conversely, we claim that given a cover Vcover = {vi}, the

corresponding edges

Ecut = {xi
b−→ yi | vi ∈ Vcover}

form a cut. To see this, note that for every path

x∗
a−→ xi

b−→ yi
c−→ xj

b−→ yj
d−→ y∗,

we have (vi, vj) ∈ E, so by the definition of a cover, we have

vi ∈ Vcover or vj ∈ Vcover.

As a consequence, by the definition of Ecut, we have

xi
b−→ yi ∈ Ecut or xj

b−→ yj ∈ Ecut.

Furthermore, every CFL source-sink path in G has this form, so Ecut is a cut as claimed.

Finally, note that for both directions of the proof,

|Vcover| = |Ecut|,

so in particular, a minimum cut corresponds to a minimum cover (and vice versa). �

4.7 Conclusion

Given a program P and a policy φ, our framework minimally instruments P to ensure that φ holds.

This instrumentation is guaranteed to be consistent with given test cases, and furthermore the

developer can interact with the process to produce suitable cuts. Our approach to handling false

positives has the potential to make automated verification of the absence of explicit information

flows a more practical approach for security analysts to produce safe and usable programs. We have

applied this approach to verify the absence of malicious explicit information flows in a corpus of 77

Android apps. For 11 out of 12 false positives information flows we found, our tool produced valid

cuts to enforce φflow.

In our experience, Android malware to date does not rely on sophisticated techniques to hide

malicious behavior. We believe this is because such malware predominantly appears on third-

party app stores where sophisticated security auditing (either manual or automatic) is unavailable.

Android malware is likely to become more sophisticated over time, in which case the limitations
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in our static analysis may be exploited. In particular, it may be interesting to study the following

limitations to our current analysis:

• Implicit flows: While we do not take into account the possibility of implicit flows in the

application [123], we can easily extend our technique to do so—we can include “transfer”

edges in the analysis that pass taint from variables used in conditionals to variables used in

branches.

• Exception analysis: Our analysis does not currently track flows due to exceptional control flow.

There has been recent work on exception handling [27].

• Reflection: Our analysis cannot resolve method calls made using the Java reflection API, so

we treat such calls as no-ops. There has been recent work on handling reflective method

calls [23, 89].

• Missing models: Our information flow analysis depends on information flow models [18, 39,

161], which means that missing models can introduce unsoundness into our analysis. For the

apps in our experiments, we have carefully searched for potential missing models.

For each of these settings, a key challenge is handling the high false positive rate from a sound

analysis (implicit flows [80], exceptions [27], reflection [23], and missing models [18]). Our technique

may therefore be particularly applicable to these settings, though the search space of cuts may need

to be modified.



Chapter 5

Active Learning of Points-To

Specifications

In this chapter, we propose an algorithm that leverages observations from concrete executions to

infer points-to specifications. Two constraints make our problem substantially more challenging

than previous algorithms for inferring specifications from concrete executions:

• Points-to effects cannot be summarized for a library function in isolation, e.g., in Figure 5.1,

set, get, and clone all refer to the mutual field f.

• We may not be able to instrument library code, e.g., native code.

Now, suppose our algorithm proposes a candidate specification, and we want to check whether this

candidate is “correct”. More precisely, we want to ensure that the candidate is admissible, i.e., there

is no strictly better specification. The first constraint says that the candidate must simultaneously

summarize the points-to effects of set, get, and clone, and the second constraint says that we can

only use input-output examples to check the admissibility.

boolean test() {

Object in = new Object(); // o_in

Box box = new Box(); // o_box

box.set(in);

Object out = box.get();

return in == out; }

class Box { // specification

Object f;

void set(Object ob) { f = ob; }

Object get() { return f; }

Box clone() {

Box b = new Box(); // ~o_clone

b.f = f;

return b; }}

Figure 5.1: An example of a program using the Box class in the library (right), and the implemen-
tation of the library functions set, get, and clone in the Box class.

65
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We introduce path specifications to describe points-to effects of library code. Each path specifi-

cation summarizes a single points-to effect of a combination of functions. An example is:

For two calls box.set(x) and box.get(0), the return value of get may alias x.

Path specifications have two desirable properties:

• We can check if a candidate path specification is admissible using input-output examples.

• A set of individually admissible path specifications is admissible as a whole.

These two properties imply that we can infer path specifications incrementally. In particular, we

formulate the problem of inferring path specifications as a language inference problem [110], and

we develop a language inference algorithm tailored to our problem instance. Our algorithm builds

the language incrementally in two phases—it first infers a finite language of path specifications that

it is certain are admissible (leveraging the two properties described above), and then inductively

generalizes this language while trying to retain admissibility.

We implement our algorithm in a tool called Atlas1, which infers path specifications for func-

tions in Java libraries. In particular, we evaluate Atlas by using it to infer specifications for the Java

Collections API, since this API contains many functions that exhibit complex points-to effects. At-

las infers the correct specifications for 97% of these functions. Previously, we had manually written

points-to specifications for the Java Collections API—Atlas inferred 10× as many specifications.

We compare our specifications to handwritten specifications on a benchmark of 46 Android apps.

Using these inferred specifications increases the precision of our static points-to analysis by 53%

compared to analyzing the library code, and increases recall by 20% compared to using handwritten

specifications. While the specifications synthesized by Atlas are incomplete, we show that using

the inferred specifications achieves 76% recall for nontrivial points-to edges, including 100% recall

for almost half the programs in our benchmark. Our contributions are:

• We introduce path specifications, and prove that they are sufficiently expressive to precisely

model the library code when using a standard flow-insensitive points-to analysis.

• We formulate the problem of inferring path specifications as a language inference problem, and

we design a language inference algorithm tailored to our problem instance.

• We implement our approach in Atlas, and use it to infer a large number of useful specifications

for the Java Collections API.

5.1 Background

For the purposes of this chapter, we introduce a modified version of the grammar shown in Figure 2.4;

in particular, we reformulate the points-to analysis to introduce a new intermediate relation. Our

1Atlas stands for AcTive Learning of Alias Specifications.
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Transfer→ ε | Transfer Assign | Transfer Store[f ] Alias Load[f ]

Transfer→ ε | Assign Transfer | Load[f ] Alias Store[f ] Transfer

Alias→ Transfer New New Transfer

FlowsTo→ New Transfer

Figure 5.2: Productions for the context-free grammar Cpt. The start symbol of Cpt is FlowsTo.

oin in out

ob obox rget

thisset list thisget

New

FlowsTo

Assign

Transfer

Store[f]

Transfer

New

Assign

Alias

Assign Assign

Transfer Transfer Load[f]

oin in out

ob obox rget

thisset list thisget

New

FlowsTo

Assign

Transfer

Transfer

New

Assign

Alias

Assign Assign

Transfer Transfer

(thisset
Alias−−−→ thisget)⇒ (ob

Transfer−−−−−−→ rget)

Figure 5.3: The solid edges are the graph G extract for the program test shown in Figure 5.1. In
addition, the dashed edges are a few of the edges in G when computing the transitive closure. We
omit backward edges (i.e., with labels A) for clarity. Vertices and edges corresponding to library
code are highlighted in red.

modified production rules are shown in Figure 5.2. The first production in Figure 5.2 constructs

the transfer relation x
Transfer−−−−−→ y, which says that x may be “indirectly assigned” to y. The second

production constructs the “backwards” transfer relation. The third production constructs the alias

relation x
Alias−−−→ y, which says that x may alias y. The fourth production computes the points-to

relation, i.e., x ↪→ o whenever o
FlowsTo−−−−−→ x ∈ G. For example, Figure 5.3 shows the computation of

the transitive closure for the code shown in Figure 5.1.

5.2 Overview

Our algorithm infers a set of specifications that describe the behaviors of the library functions that

are relevant to our static points-to analysis. It requires two inputs:

• Library interface: The type signature of each function in the library.

• Blackbox access: The ability to execute a library function on a chosen input and obtain the

corresponding output.

Because we only have blackbox access to the library code, it is impossible to guarantee that

the inferred specifications are both sound and precise. Instead, any inference algorithm must make
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tradeoffs between these two properties. Our algorithm aims to ensure that the inferred path speci-

fications S are admissible, which says that there are no “strictly better” path specifications S′, i.e.,

the precision and recall of S are as good as those of S′ and at least one is strictly better.

To this end, our algorithm infers specifications incrementally in two phases. In the first phase,

our algorithm only infers specifications it is certain are admissible. In the second phase, it induc-

tively generalizes this set of specifications, using a large number of tests to minimize the chance of

inadmissibility. In our experiments, this phase does not infer any inadmissible specifications.

We define precision for path specifications with respect to Andersen’s analysis [11], a context-

and flow-insensitive points-to analysis, and to context- or object-sensitive extensions of this analysis

based on cloning [152]. We show that path specifications can precisely model the library code when

using Andersen’s analysis; they are also compatible with other points-to analyses, but may be lose

precision. For example, the path specifications for the List class describe the same points-to effects

as the following code:

class List {

Object f;

void add(Object ob) { f = ob; }

Object get(int i) { return f; } }

Andersen’s analysis does not lose any precision by analyzing this code (or path specifications) instead

of the true implementation of List, but a more precise static analysis may lose precision.

5.2.1 Path specifications

Our algorithm infers path specifications that summarize the effects of library code. A path specifica-

tion is simply a sequence s ∈ V∗path, where V∗path are variables in the library interface. For example,

a path specification for the library functions set and get in Figure 5.1 is

ob 99K thisset → thisget 99K rget. (5.1)

Here, thism and rm denote the receiver and return value of library function m, respectively. The

arrows in the path specification are for clarity; we can equivalently write this path specification as

a sequence ob thisset thisget rget. Its meaning is the following logical formula:

(thisset
Alias−−−→ thisget ∈ G)⇒ (ob

Transfer−−−−−→ rget ∈ G). (5.2)

Intuitively, the notation x
A−→ y is an edge indicating that x and y satisfy relation A (e.g., they are

aliased), and the graph G is the set of all such edges. Then, this formula says that if the receivers

of set and get are aliased, then the parameter ob of set may be transfered to the return value of

get. The transfer relation x
Transfer−−−−−→ y essentially encodes that x may be “indirectly assigned” to

y. For example, in the code z = x; y = z;, x is transfered to y.



CHAPTER 5. ACTIVE LEARNING OF POINTS-TO SPECIFICATIONS 69

Path specifications have two key benefits. First, we can devise a test case P to check whether a

given path specification s is admissible. The premise of s holds for P , but its conclusion only holds

for P if the points-to effect specified by s is exhibited by the library code. Upon executing P , if

we observe that the conclusion of s holds for P , then we have proven that s is admissible. Second,

given a set S of path specifications, if we have determined that every path specification s ∈ S is

admissible, then we guarantee S is admissible as a whole—i.e., path specifications compose.

Continuing our example, the test case for the path specification (5.1) is the test function shown

in Figure 5.1. Essentially, if we ignore the implementation of the set and get functions, then the

premise of (5.2) holds for this program, but not the conclusion. Upon executing the program, if

we see that the conclusion of (5.2) holds during execution, then we know that the behavior of the

library functions specified by the path specification can occur, i.e., it is admissible.

5.2.2 Phase One: Sampling Positive Examples

Our algorithm initializes the set of inferred specifications to S ← ∅, and then repeats:

1. Propose a candidate path specification s.

2. Synthesize a test case that checks whether s is admissible.

3. Execute the test cases, and accept s (i.e., S ← S ∪ {s}) if the test case passes.

By design, the synthesized test case passes only if s is admissible; therefore, at the end of the first

phase, S remains admissible. However, the test cases may fail even if s is admissible—we cannot

guarantee that no missed corner cases exist in the library code. Thus, test cases are designed

heuristically to pass for the majority of admissible candidates.

5.2.3 Phase Two: Inductive Generalization

We show that path specifications can precisely model any library code with respect to Andersen’s

analysis (and its context- and object-sensitive extensions). However, the required set of path spec-

ifications may be infinitely large. Phase two inductively generalizes the finite set of specifications

inferred in phase one to a description of a potentially infinite set of path specifications.

Since a path specification s is a sequence of variables s ∈ V∗path (where Vpath are the variables

in the library interface), a set S of path specifications is a formal language over the alphabet Vpath.

Thus, we can frame the inductive generalization problem as a language inference problem: given

(i) the finite set of positive examples from phase one, and (ii) an oracle we can query to determine

whether a given path specification s is admissible (though this oracle is noisy, i.e., it may return

false even if s is admissible), the goal is to infer a (possibly infinite) language S ⊆ V∗path.

We devise a language inference algorithm based on RPNI [110]. Our algorithm proposes candidate

inductive generalizations of S, and then checks the admissibility of each candidate using a large
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number of test cases. Unlike phase one, a generalization may be inadmissible even if all the test

cases pass; we show empirically that admissibility is maintained.

While our algorithm infers a regular set of path specifications, in general, the set of path spec-

ifications required to model the library code may not be regular. We find that regular sets of path

specifications suffice to model library code occurring in practice (see Section 5.9.1).

For example, the path specifications for set, get, and clone functions are

ob 99K thisset(→ thisclone 99K rclone)
∗ → thisget 99K rget. (5.3)

These specifications say that if we call set, then call clone n times in sequence, and finally call get

(all with the specified aliasing between receivers and return values), then the parameter ob of set

will be transfered to the return value of get. Then, phase one may infer

ob 99K thisset → thisclone 99K rclone → thisclone 99K rclone → thisget 99K rget.

Then, phase two would inductively generalize this specification to (5.3).

5.3 Path Specifications

In this section, we describe our specification language.

5.3.1 Motivation

Suppose that our static analysis could analyze the library implementation, and that by doing so,

the extracted graph G contains additional paths

z1
β1
99K w1, ..., zk

βk
999K wk

extracted from the library code, where the variables z1, w1, ..., zk, wk are parameters and return

values of library functions and β1, ..., βk ∈ Σ∗pt. Furthermore, let A1, ..., Ak−1 be nonterminals that

satisfy A
∗

=⇒ β1A1...βk−1Ak−1βk. In this case, while computing the transitive closure G, if

w1
A1−−→ z2, ..., wk−1

Ak−1−−−→ zk ∈ G,

then our static analysis would add edge z1
A−→ wk to G as well.

However, since we cannot analyze the library implementation, the paths zi
βi
99K wi are missing

from G (and thus from G), so the static analysis will not add the edge z1
A−→ wk to G. Therefore,

we need a specification telling the analysis to add z1
A−→ wk to G if all the edges wi

Ai−→ zi+1 are in

G.
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Library Code Candidate Path Specifications Generated Test Cases

void set(Object ob) { f = ob; }

Object get() { return f; }
ob 99K thisset → thisget 99K rget

boolean test() {

Object in = new Object(); // o_in

Box box = new Box(); // o_box

box.set(in);

Object out = box.get();

return in == out; }

3

void set(Object ob) { f = ob; }

Object get() { return g; }
∅ ∅ 3

void set(Object ob) { f = ob; }

Object clone() { return f; }
ob 99K thisset → thisclone 99K rclone

boolean test() {

Object in = new Object(); // o_in

Box box = new Box(); // o_box

box.set(in);

Object out = box.clone();

return in == out; }

7

void set(Object ob) { f = ob; }

Object get() { return f; }

Box clone() {

Box b = new Box(); // ~o_clone

b.f = f;

return b; }}

ob 99K thisset ( → thisclone 99K rclone)
∗

→ thisget 99K rget

boolean test0() {

Object in = new Object(); // o_in

Box box0 = new Box(); // o_box

box0.set(in);

Object out = box0.get();

return in == out; }

boolean test1() {

Object in = new Object(); // o_in

Box box0 = new Box(); // o_box

box0.set(in);

Box box1 = box0.clone();

Object out = box1.get();

return in == out; }

boolean test2() {

Object in = new Object(); // o_in

Box box0 = new Box(); // o_box

box0.set(in);

Box box1 = box0.clone();

Box box2 = box1.clone();

Object out = box2.get();

return in == out; }

...

3

void set(Object ob) { f = ob; }

Object get() {

return f;

return g;

return h; }

Box clone() {

Box b = new Box(); // ~o_clone

b.g = f;

b.h = g;

return b; }}

ob 99K thisset → thisget 99K rget

+ ob 99K thisset → thisclone 99K rclone
→ thisget → rget

+ ob 99K thisset → thisclone 99K rclone
→ thisclone 99K rclone
→ thisget 99K rget

boolean test0() {

Object in = new Object(); // o_in

Box box0 = new Box(); // o_box

box0.set(in);

Object out = box0.get();

return in == out; }

boolean test1() {

Object in = new Object(); // o_in

Box box0 = new Box(); // o_box

box0.set(in);

Box box1 = box0.clone();

Object out = box1.get();

return in == out; }

boolean test2() {

Object in = new Object(); // o_in

Box box0 = new Box(); // o_box

box0.set(in);

Box box1 = box0.clone();

Box box2 = box1.clone();

Object out = box2.get();

return in == out; }

3

Figure 5.4: Examples of hypothesized library implementations (left column), an equivalent set of
path specifications (middle column), and the synthesized test cases to check the precision of these
specifications (right column), with a check mark 3 (indicating that the tests pass) or a cross mark
7 (indicating that the tests fail).
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For example, consider the library code in Figure 5.1. When analyzing the program test in the

same figure with the library code available, the analysis includes the paths

ob
Store[f]−−−−−→ thisset, thisget

Load[f]−−−−→ rget.

In this case, we have

Transfer
∗

=⇒ Store[f] Transfer Load[f],

so we need a specification encoding the rule

(thisset
Alias−−−→ thisget)⇒ (ob

Transfer−−−−−→ rget).

This rule says that if the static analysis computes thisset
Alias−−−→ thisget ∈ G, then it also computes

ob
Transfer−−−−−→ rget ∈ G. For example, this rule is applied in Figure 5.3 (right) to compute ob

Transfer−−−−−→
rget.

Path specifications are a language for expressing such rules. The middle column of Figure 5.4

shows examples of path specifications. In the first column, we show a hypothetical implementation

of the library functions that has the same semantics as the corresponding path specification. In the

last column, we show test cases that check the admissibility of the path specifications.

5.3.2 Syntax and Semantics

Let Vprog be the set of variables in the program (i.e., excluding variables in the library), and let

Vpath =
⋃
m∈M{pm, rm} be the set of visible variables, i.e., variables in the program or at the library

interface. Then, a path specification is a sequence

z1w1z2w2...zkwk ∈ V∗path,

where zi, wi ∈ Vmi for library function mi ∈ M. We require that wi and zi+1 are not both return

values, and that wk is a return value. For clarity, we also use the syntax

z1 99K w1 → z2 99K ... 99K wk−1 → zk 99K wk. (5.4)

Given path specification (5.4), for each i ∈ [k], define the nonterminal Ai in the grammar Cpt to
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be

Ai =


Transfer if wi = rmi and zi+1 = pmi+1

Alias if wi = pmi and zi+1 = pmi+1

Transfer if wi = pmi and zi+1 = rmi+1 .

Also, define the nonterminal A by

A =

Transfer if z1 = pm1

Alias if z1 = rm1 .

Then, the path specification corresponds to adding a rule(
k−1∧
i=1

wi
Ai−→ zi+1 ∈ G

)
⇒ (z1

A−→ wk ∈ G)

to the static points-to analysis. The corresponding rule also adds the backwards edge wk
A−→ z1

to G, but we omit it for clarity. We refer to the premise of this rule as the premise of the path

specification, and the conclusion of this rule as the conclusion of the path specification.

5.3.3 Admissibility

In this section, we formalize the notion of admissibility, which essentially says that a set S of path

specifications is Pareto optimal in terms of precision and recall, i.e., there does not exist a set S′ of

path specifications that is strictly preferable to S.

Let G∗(P ) denote the true set of relations for a program P (i.e., relations that hold dynamically).

Furthermore, given path specifications S, let G(P, S) denote the points-to edges computed using

S for P , let G+(P, S) = G(P, S) \ G∗(P ) be the false positive points-to edges computed, and

G−(P, S) = G∗(P ) \G(P, S) be the false negative points-to edges computed. We say S is sound if

G−(P, S) = ∅ and completely precise if G+(P, S) = ∅.
Our notions of precision and recall are relative versions of the notions of complete precision

and soundness, respectively. More precisely, given sets S and S′ of path specifications, we say S

has higher or equal precision than S′ if for all programs P , G+(P, S) ⊆ G+(P, S′), i.e., S always

produces fewer false positives than S′. Similarly, we say S has higher or equal recall than S′ if for

all programs P , G−(P, S) ⊆ G−(P, S′), i.e., S always produces fewer false negatives than S′. If for

all programs P , S and S′ compute the same relations, i.e., G(P, S) = G(P, S′), then we say S and

S′ are equivalent.

We say a set S of path specifications is admissible if, for any other set S′ of path specifications,

either S′ does not have higher or equal precision than S or it does not have higher or equal recall
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than S. In other words, there is no set of path specifications S′ that is strictly better than S.

5.3.4 Checking Admissibility

Our algorithm needs to generate test cases that check whether a candidate path specification s is

admissible. We describe sufficient conditions for a passing test case to prove admissibility, i.e., if

the test case passes, then we guarantee that s is admissible. However, the test case may fail even

if s is admissible. This property is inevitable since executions are underapproximations; we show

empirically that if s is admissible, then the synthesized test case typically passes.

Definition 5.3.1 Let s be a path specification. We say a program P is a potential witness for s if:

• The conclusion (e ∈ G) of s does not hold statically for P with empty specifications, i.e.,

e 6∈ G(P, ∅).

• The premise of s holds for P , i.e., e ∈ G(P, {s}).

• For every set S of path specifications, if e ∈ G(P, S), then S ∪ {s} is equivalent to S.

We say P is a witness for s if furthermore the conclusion of s is a true relation of P , i.e., e ∈ G∗(P ).

In other words, s is the most precise path specification that can compute e for P—for any set S of

path specifications that can do so, adding s to S does not affect the semantics of S. In Figure 5.4,

the test cases shown in the last column witness the corresponding path specifications.

Intuitively, if program P is a potential witness for path specification s with premise ψ and

conclusion φ = (e ∈ G), then s is the only path specification that can be used by the static analysis

to compute relation e for P . Therefore, if P witnesses s, then s is guaranteed to be admissible.

More precisely, we have the following important result:

Theorem 5.3.2 For any set S of path specifications, if each s ∈ S has a witness, then S is admis-

sible.

Proof: Let S′ be a set of path specifications. We need to show that (i) if S′ has higher recall

than S, then S has higher precision than S′, and (ii) if S′ has recall equal to S, then S has higher

or equal precision than S′.

First, we claim that in either case, S′ is equivalent to S′ ∪ S. To this end, consider a path

specification s ∈ S with conclusion (e ∈ G) and witness P . We claim that if path specifications

S′ has higher or equal recall than S, then S′ ∪ {s} is equivalent to S′. Since the static analysis is

monotone, we have e ∈ G(P, {s}) ⊆ G(P, S), so since S′ has higher or equal recall than S, we have

e ∈ G(P, S′). By the definition of a witness, S′ ∪ {s} is equivalent to S′. Thus, by induction, S′ ∪ S
is equivalent to S′.
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Note that (ii) follows immediately, since S clearly has higher or equal precision than S′ ∪ S,

so S has higher or equal precision than S′ as well. To show (i), it remains to show that using

S′ computes a false positive edge that using S does not. Since S′ has higher recall than S, there

exists some program P and some edge e such that e ∈ G(P, S′) but e 6∈ G(P, S). Let P ′ be the

program “if False then P”; since our static analysis is flow-insensitive, we have G(P ′, S) = G(P, S)

and G(P ′, S′) = G(P, S′), so e ∈ G(P ′, S′) and e 6∈ G(P ′, S). But clearly e is a false positive for P ′,

since P ′ does not exhibit any points-to edges. Thus, S′ is less precise than S, as claimed. �

By Theorem 5.3.2, we can check whether a candidate path specification s is admissible by synthe-

sizing a test case P that is a potential witness for s. If we execute the test case P and observe that

the conclusion of s holds during the execution, then P is a witness for s, so s is admissible (though

if P is not a witness of s, s may still be admissible). Finally, if S is the set of path specifications

inferred by our algorithm, as long as each s ∈ S has a witness, then S is admissible as well.

5.3.5 Equivalence to Library Implementations

It is not obvious that path specifications are sufficiently expressive to precisely model library code. In

this section, we show that path specifications are in fact sufficiently expressive to do so in the case of

Andersen’s analysis (and its cloning-based context- and object-sensitive extensions). More precisely,

for any implementation of the library, there exists a (possibly infinite) set of path specifications such

that the points-to sets computed using path specifications are both sound and at least as precise as

analyzing the library implementation. For convenience, we assume the following:

Assumption 5.3.3 Let Flib be fields accessed by the library and Fprog be fields accessed by the

program, and let the shared fields be Fshare = Flib ∩ Fprog. We assume Fshare = ∅.

We can remove this assumption by having the static analysis treat accesses to library fields in the

program as calls to getter and setter library functions. With this assumption, we have:

Theorem 5.3.4 Let G(P ) be the points-to sets computed with the library code. Then, there exists

S such that G(P, S) is sound and G(P, S) ⊆ G(P ).

We give a proof in Section 5.7. Note that the set S of path specifications may be infinite. This

infinite blowup is unavoidable since we want the ability to test the admissibility of an individual

path specification. In particular, the library implementation (e.g., the one shown on the fourth row

of Figure 5.4) may exhibit effects that require infinitely many test cases to check admissibility.

5.3.6 Regular Sets of Path Specifications

Since the library implementation may correspond to an infinite set of path specifications, we need a

mechanism for describing such sets. In particular, since a path specification is a sequence s ∈ V∗path,

we can think of a set S of path specifications as a formal language S ⊆ V∗path over the alphabet Vpath.
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Library
Interface M

(Input)

Test Synthesis (§5.5)
for Noisy

Oracle O (§5.4.1)

Learned
Automaton

M̂ (§5.4.3)

Sampled Positive
Examples L0 (§5.4.2)

Generated Code
Fragments S (§5.6)

Figure 5.5: An overview of our specification inference system. The section describing each component
is in parentheses.

Then, we can express an infinite set of path specifications using standard representations such as

regular expressions or context-free grammars.

We make the empirical observation that the set of path specifications corresponding to the library

implementation is a regular language. There is no particular reason that this fact should be true, but

it holds empirically for all the Java library functions we have examined so far. For example, consider

the library implementation shown in the first column of line four of Figure 5.4. This specification

corresonds to the set of path specifications shown as a regular expression in the middle column of

the same line (tokens in the regular expression are highlighted in blue for clarity).

One challenge is how to run our static points-to analysis with an infinite set of path specifications;

we describe how to do so for the case of regular sets of path specifications in Section 5.6.

5.4 Specification Inference Algorithm

In this section, we describe our algorithm for inferring path specifications. Our system is summarized

in Figure 5.5, which also shows the section where each component is described in detail.

5.4.1 Overview

Let the target language S∗ ⊆ V∗path be the set of all path specifications that have a witness. By

Theorem 5.3.2, S∗ is admissible. The goal of our algorithm is to infer a set of path specifications

that approximates S∗ as closely as possible.

Inputs. Our algorithm is given two inputs:

• Library interface: The type signature of each function in the library.

• Blackbox access: The ability to execute library functions on a chosen input and obtain the

corresponding output.

Using these two inputs, we construct the following two data structures.
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Noisy oracle. Given a path specification s, the noisy oracle O : V∗path → {0, 1} (i) always returns

0 if s is inadmissible, and (ii) ideally returns 1 if s is admissible (but may return 0). This oracle is

implemented by synthesizing a potential witness P for s—if the conclusion of the specification holds

upon executing P , then P is a witness for s so the oracle returns 1; otherwise, the oracle returns 0.

We describe how we synthesize a witness for s in Section 5.5.

Positive examples. Phase one of our algorithm constructs a set of positive examples: it randomly

samples candidate path specifications s ∼ V∗path, and then uses O to determine whether each s is

admissible. More precisely, given a set S = {s ∼ V∗path} of random samples, it constructs positive

examples S0 = {s ∈ L | O(s) = 1}. We describe how we sample s ∼ V∗path in Section 5.4.2.

Language inference problem. Phase two of our algorithm inductively generalizes S0 to a regular

set of path specifications. We formulate this inductive generalization problem as follows:

Definition 5.4.1 The language inference problem is to, given the noisy oracle O and the positive

examples S0 ⊆ S∗, infer a language Ŝ that approximates S∗ as closely as possible.

In Section 5.4.3, we describe our algorithm for solving this problem. Our algorithm outputs a regular

language Ŝ = S(M̂), where M̂ is a finite state automaton. For example, given

S0 = {ob thisset thisclone rclone thisget rget},

our language inference algorithm returns an automaton encoding the regular language

ob thisset (thisclone rclone)
∗ thisget rget.

5.4.2 Sampling Positive Examples

We sample a path specification s ∈ V∗path by building it one variable at a time, starting from s = ε.

At each step, we ensure that s satisfies the constraints on path specifications, i.e., (i) zi and wi

are parameters or return values of the same library function, (ii) wi and zi+1 are not both return

values, and (iii) the last variable wk is a return value. In particular, given current sequence s, the

set T (s) ⊆ Vpath ∪{∅} of choices for the next variable (where ∅ indicates to terminate and return s)

is:

• If s = z1w1z2...zi, then the choices for wi are T (s) = {pm, rm}, where zi ∈ {pm, rm}.

• If s = z1w1z2...ziwi, and wi is a parameter, then the choices for zi+1 are T (s) = Vpath.

• If s = z1w1z2...ziwi, and wi is a return value, then the choices for zi+1 are

T (s) = {z ∈ Vpath | z is a parameter} ∪ {∅}.
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At each step, our algorithm samples x ∼ T (s), and either constructs s′ = sx and continues if x 6= ∅
or returns s if x = ∅. We consider two sampling strategies.

Random sampling. We uniformly randomly choose x ∼ T (s) at every step.

Monte Carlo tree search. We can exploit the fact that certain choices x ∈ T (s) are much more

likely to yield an admissible path specification than others. To do so, note that our search space is

structured as a tree, where each vertex corresponds to a prefix in V∗path, the root corresponds to the

prefix ε, edges are defined by T , and leaves correspond to candidate path specifications.

We can sample x ∼ T (s) using Monte Carlo tree search (MCTS) [28], a search algorithm that

learns over time which choices are more likely to succeed. In particular, MCTS keeps track of a score

Q(s, x) for every visited s ∈ V∗path and every x ∈ T (s). Then, the choices are sampled according to

the distribution

Pr[x | s] =
1

Z
eQ(s,x) where Z =

∑
x′∈T (s)

eQ(s,x′).

Whenever a candidate s = x1...xk is found, the score Q(x1...xi, xi+1) (for each 0 ≤ i < k) is increased

if s is a positive example (i.e., O(s) = 1) and decreased otherwise (i.e., O(s) = 0):

Q(x1...xi, xi+1)← (1− α)Q(x1...xi, xi+1) + αO(s).

We choose the learning rate α to be α = 1/2.

5.4.3 Language Inference Algorithm

We modify RPNI [110] to leverage access to the noisy oracle. In particular, whereas RPNI takes

as input a set of negative examples, we use the oracle to generate them on-the-fly. Our algorithm

learns a regular language Ŝ = L(M̂) represented by the (nondeterministic) finite state automaton

(FSA) M̂ = (Q,Vpath, δ, qinit, Qfin), where Q is the set of states, δ : Q×Vpath → 2Q is the transition

function, qinit ∈ Q is the start state, and Qfin ⊆ Q are the accept states. If there is a single accept

state, we denote it by qfin. We denote transitions q ∈ δ(p, σ) by p
σ−→ q.

Our algorithm initializes M̂ to be the FSA representing the finite language S0. In particular, it

initializes M̂ to be the prefix tree acceptor [110], which is the FSA where the underlying transition

graph is the prefix tree of S0, the start state is the root of this prefix tree, and the accept states are

the leaves of this prefix tree.

Then, our algorithm iteratively considers merging pairs of states of M̂ . More precisely, given two

states p, q ∈ Q (without loss of generality, assume q 6= qinit), Merge(M̂, p, q) is the FSA obtained by
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(i) replacing transitions

(r
σ−→ q) 7→ (r

σ−→ p), (q
σ−→ r) 7→ (p

σ−→ r),

(ii) adding p to Qfin if q ∈ Qfin, and (iii) removing q from Q.

Our algorithm makes a single pass over all the states Q. We describe how a single step proceeds:

let q be the state being processed in the current step, let Q0 be the states that have been processed

so far but not removed from Q, and let M̂ be the current FSA. For each p ∈ Q0, our algorithm

checks whether merging q and p overgeneralizes the language, and if not, greedily performs the

merge. More precisely, for each p ∈ Qi, our algorithm constructs

Mdiff = Merge(M̂, qi, p) \ M̂,

which represents the set of strings that are added to L(M̂) if q and p are merged. Then, for each

s ∈Mdiff up to some maximum length N (we take N = 8), our algorithm queries O(s). If all queries

pass (i.e., O(s) = 1), then our algorithm greedily accepts the merge, i.e., M̂ ← Merge(M̂, q, p) and

continues to the next q ∈ Q. Otherwise, it considers merging q with the next p ∈ Q0. Finally, if q is

not merged with any state p ∈ Q0, then our algorithm does not modify M̂ . Once it has completed

a pass over all states in Q, our algorithm returns M̂ .

For example, suppose our language learning algorithm is given a single positive example

ob thisset thisclone rclone thisget rget.

Then, our algorithm constructs the finite state automaton

M̂0 = qinit
ob−→ q1

thisset−−−−→ q2
thisclone−−−−−→ q3

rclone−−−→ q4
thisget−−−−→ q5

rget−−→ qfin.

Our algorithm fails to merge qinit, q1, q2, or q3 with any previous states. It then tries to merge q4

with each state {qinit, q1, q2, q3}; the first two merges fail, but merging q4 with q2 produces

M̂1 =

qinit q1 q2 q4 qfin

n q3

ob thisset thisget

thisclone

rget

rclone
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Then, the specifications of length at most N in Mdiff are

ob thisset (thisclone rclone)
0 thisget rget

ob thisset (thisclone rclone)
2 thisget rget

...

ob thisset (thisclone rclone)
N thisget rget,

all of which are accepted by our noisy oracle O. Therefore, our algorithm greedily accepts this merge

and continues. The remaining merges fail, so our algorithm returns an FSA that equals M̂1.

5.5 Test Case Synthesis Algorithm

In this section, we describe our algorithm for synthesizing a test case to check correctness of a

candidate path specification. For example, in Figure 5.6, the synthesized test case contains exactly

the external edges in the candidate’s premise:

thisadd
Alias−−−→ thisclone, rclone

Transfer−−−−−→ thisget.

Upon executing this test case, the candidate’s conclusion

in
Transfer−−−−−→ out

holds dynamically. Therefore, this test case witnesses the correctness of the given candidate.

Our algorithm first constructs a skeleton containing a call to each function in the specification.

Then, it (i) fills in holes with variable names, (ii) initializes variables, and (iii) orders (or schedules)

statements. The last step also adds a statement returning whether the candidate’s conclusion holds.

There are certain constraints on the choices that ensure that the synthesized test case is a valid

witness. Even with these constraints, a number of additional choices remain. Each choice produces

a valid test case, but some of these test cases may not pass even if the candidate specification is

correct. We describe the choices made by our algorithm, which empirically finds almost all correct

candidate specifications.

5.5.1 Skeleton Construction

To witness correctness of the candidate path specification, the synthesized test case must exhibit

exactly the external edges in its premise. In particular, the test case must include a call to each

function in the candidate. Our algorithm constructs a skeleton consisting of these calls, for example,

the skeleton on the second step of Figure 5.6. A symbol ??, called a hole, is included for each
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parameter and return value of each function call, and must be filled in with a variable name.

5.5.2 Filling Holes

The external edges in the candidate specification impose constraints on the arguments that should

be used in each function call. In particular, the synthesized test case must exhibit every behavior

encoded by the external edges in the candidate specification:

• Alias: For an aliasing edge pmi
Alias−−−→ pmi+1 , the algorithm has to ensure that the arguments

pmi (passed to mi) and pmi+1
(passed to mi+1) are aliased.

• Transfer: For a transfer edge rmi
Transfer−−−−−→ pmi+1 , the algorithm has to use the return value of

mi as the argument passed to mi+1 (and similarly for backwards transfer edges pmi
Transfer−−−−−→

rmi+1
).

For example, the holes in the skeleton in Figure 5.6 are filled so that the following premises are

satisfied:

thisadd
Alias−−−→ thisclone, rclone

Transfer−−−−−→ thisget.

One issue is that internal edges may be self-loops, in which case more than two parameters may

need to be aliased. For example, consider the following candidate:

ob
∗−→ thisadd

Alias−−−→ thisclone
∗−→ thisid

Alias−−−→ thisget
∗−→ rget. (5.5)

For the test case for this candidate, the three calls to add, clone, and get must all share the same

receiver:

list.add(in);

List listClone = list.clone();

Object out = list.get(??);

Our algorithm partitions the holes into subsets that must be aliased—since aliasing is a transitive

relation, every hole in a subset has to be aliased with every other hole in that subset. To do so, the

algorithm constructs an undirected graph where the vertices are the holes, and an edge (h, h′) ∈ E
connects two holes h and h′ in the following cases:

• There is an external edge wmi
T−→ zmi+1

in the candidate specification, where h is the hole

corresponding to wmi and h′ is the hole corresponding to zmi+1 .

• There is an internal edge pmi
∗−→ pmi in the candidate specification, where h is the hole

corresponding to the pmi on the left-hand side and h′ is the hole corresponding to the pmi on

the right-hand side.
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ob
∗−→ thisadd

Alias−−−→ thisclone
∗−→ rclone

Alias−−−→ thisget
∗−→ rget

skeleton
??.add(??);

?? = ??.clone();

?? = ??.get(??);

fill holes
list.add(in);

List listClone = list.clone();

Object out = listClone.get(??);

initialization
& scheduling

Object in = new Object();

List list = new List()

list.add(in);

List listClone = list.clone();

Object out = listClone.get(0);

return in == out;

Figure 5.6: Steps in the test synthesis algorithm (right) for a candidate path specification for List

(left). Code added at each step is highlighted in blue. Scheduling is shown in the same line as
initialization—it chooses the final order of the statements. This figure is a duplicate of Figure 5.6,
and is shown here for clarity.

Then, our algorithm computes the connected components in this graph. For each connected com-

ponent, the algorithm chooses a fresh variable name, and each hole in that connected component is

filled with this variable name.

For example, for the candidate in Figure 5.6, our algorithm computes the following partitions:

{ob}, {thisadd, thisclone}, {rclone, thisget}, {rget},

and fills the corresponding holes with the variables names

in, list, listClone, out,

respectively. Similarly, for (5.5), we compute partitions

{ob}, {thisadd, thisclone, thisget}, {rclone}, {rget}.

The variable names are the same as those chosen in Figure 5.6.

5.5.3 Variable Initialization

We describe primitive variables and reference variables separately. For the case of initializing refer-

ence variables, we describe two different strategies:

• Null: Whenever possible, initialize to null.

• Instantiation: Whenever possible, use constructor calls.

The first strategy ensures that the test case does not exhibit additional transfer and alias edges

beyond those in the candidate specification. The second strategy may produce a test case that does
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not witness correctness, since it may include spurious edges not in the premise of the candidate.

However, certain functions require that some of their arguments are not null; for example, the put

function in the Hashtable class. We show empirically that the second variant identifies a number

of candidates missed by the first, and that these additional specifications are in fact correct.

Primitive initialization. We initialize all primitive variables with 0 (except characters, which

are initialized as ’a’). In our experience, the only important choice of primitive value is the index

parameter passed to functions such as get, which retrieve data from collections. Choosing the

index = 0 retrieves the single object the test case previously added to the collection. Testing more

primitive values is possible but has so far been unnecessary.

Reference initialization using null. Reference variables for which aliasing relations hold must

be instantiated (unless they have already been initialized as the return value of a function call). Any

other reference variable is initialized to null. For example, in Figure 5.6, the variables list and

out must be instantiated, but cloneList has already been initialized as the return value of clone.

In general, the test case we synthesize calls the constructor with the fewest number of arguments;

primitive arguments are initialized as before, and reference arguments are initialized using null.

Reference initialization using instantiation. In this approach, we have to synthesize construc-

tor calls when empty constructors are unavailable. For example, if the only constructor for the List

class was List(Object val), then we would have to initialize an object of type Object as well:

List list = new List(new Object());

We encode the problem of synthesizing a valid constructor call as a directed hypergraph reacha-

bility problem. A directed hypergraph is a pair G = (V,E), where V is a set of vertices, and edges

e ∈ E have the form e = (h,B), where h ∈ V is the head of the edge, and B ⊆ V is its body. For

our purposes, B is a list rather than a set, and may contain a single vertex multiple times.

We construct a hypergraph G = (V,E) where vertices correspond to classes, and edges to con-

structors:

• Vertices: A vertex v ∈ V is a library class.

• Edges: An edge e = (h,B) ∈ E is a constructor, where h is the class of the constructed object

and B is the list of classes of the constructor parameters.

For convenience, we also include primitive types as vertices in G, along with an edge representing

the “empty constructor”, which returns the initialization value described above.

Now, a path T in the hypergraph G = (V,E) is a finite tree with root vT ∈ V (called the

root of the path), such that for each vertex v ∈ T , v and its (ordered) children [v1, ..., vk] are an

edge eT,v = (v, [v1, ..., vk]) ∈ E. Note that for each leaf v of T , there must necessarily be an edge
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(v, []) ∈ E, since v has no children. Also, we say a vertex v ∈ V is reachable is there exists a path

with root v.

In our setting, a path in our hypergraph G corresponds to a call to a constructor—for each vertex

X ∈ T with children X1, ..., Xk, we recursively define the constructor

CT (X) = new X(CT (X1), ..., CT (Xk)).

Therefore, devising a constructor call to instantiate an object of type X amounts to computing a

path in G with root X. Paths to every reachable vertex can be efficiently computed using a standard

dynamic programming algorithm. Furthermore, we can add a weight we to each edge in e ∈ E.

Then, the shortest path (i.e., the path minimizing the total weight
∑
v∈T eT,v) can similarly be

efficiently computed. We choose all weights we = 1 for each e ∈ E.

For example, suppose that the List class has a single constructor List(Object val). Then,

our algorithm constructs a hypergraph with two vertices and two edges:

V = {Object, List}

E = {(Object, []), (List, [Object])}.

Then, the path corresponding to List is the tree T = List
Object

, which corresponds to the constructor

call

new List(new Object())

used to instantiate variables of type List.

As with initializing primitive variables, multiple choices of constructor calls could be used, but

selecting a single constructor suffices has been sufficient so far.

5.5.4 Statement Scheduling

Note that the test case now contains both function call statements as well as variable initialization

statements added in the previous step. All the added variable initialization statements can be

executed first, so it suffices to schedule the function call statements.

There are two kinds of constraints on scheduling function calls. First, edges in the candidate

specification of the form

rmi
Transfer−−−−−→ pmi+1

impose hard constraints on the schedule, since mi must be called before mi+1 so its return value can

be transfered to pmi+1 (edges of the form pmi
Transfer−−−−−→ rmi+1 impose hard constraints as well). For

example, in Figure 5.6, the edge rclone
Transfer−−−−−→ thisget imposes the hard constraint that the call to
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clone must be scheduled before the call to get. Then, any of the following orderings is permitted:

[add, clone, get], [clone, add, get], [clone, get, add].

We use soft constraints to choose among schedules satisfying the hard constraints. Empirically,

we observe that the order of the functions in the specification is typically the same as the order in

which they must be called for the conclusion to be exhibited dynamically. More precisely, function

mi should be called before function mj whenever i < j. In our example, the soft constraint says

that add should be scheduled before both clone and get.

Our algorithm iteratively constructs a schedule [i1, ..., ik] of the function calls F = {m1, ...,mk}.
At iteration t, it selects the tth function call mit from the remaining calls Ft ⊆ F . It does so greedily,

by identifying the choices Gt ⊆ Ft that satisfy the hard constraints, and then selecting mit ∈ Gt to

be optimal according to the soft constraints. These conditions uniquely specify mit , since our soft

constraints are a total ordering.

Our algorithm keeps track of the remaining statements Ft as a directed acyclic graph (DAG),

which includes an edge mi → mj for each hard constraint that mi should be scheduled before mj .

Then, Gt is the set of roots of Ft. Furthermore, our algorithm maintains Gt as a priority queue,

where the priority of mi is i (the highest priority element in Gt is the element with the smallest

index i).

We initialize F1 = F ; then, G1 is the subset of vertices in F1 without a parent. Updates are

computed as follows:

1. The highest priority function call mit in Gt is removed from both Gt and from Ft.

2. For each child mi of mit in Ft, we determine if mi is now a root of Ft (i.e., none of its parents

are in Ft).

3. For every child mi that is now a root of Ft, we add mi to Gt with priority i.

In Figure 5.6, F1 has three vertices add (priority 1), clone (priority 2), and get (priority 3),

and a single edge clone→ get, and G1 includes add and clone. Therefore, the selected schedule is

[add, clone, get].

5.5.5 Guarantees

First, we establish a general condition for P to be a potential witness:

Proposition 5.5.1 Let s be a path specification with premise (e1 ∈ G)∧ ...∧ (ek ∈ G). A program

P is a potential witness of s if the set of edges {e1, ..., ek} in the premise of s exactly equals{
w

A−→ z ∈ G(P, ∅)
∣∣ w, z ∈ Vlib and A ∈ {Transfer,Transfer,Alias}

}
.
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Proof: Let P be a potential witness for s, and suppose that the conclusion of s is (e ∈ G). Let

S be a set of path specifications that computes e for P , i.e., e ∈ G(P, S). We need to show that

for any such S, S ∪ {s} is equivalent to S. Clearly, S ∪ {s} has higher or equal recall than S, so it

suffices to show that it also has higher or equal precision than S. Consider an arbitrary program

P ′. Then, if s is used during the computation G(P, S ∪ {s}), then at that point, the premise of s

holds for G, i.e., e1, ..., ek ∈ G. Since the graph for P is contained in the graph for P ′, and our

static analysis is monotone, we have e ∈ G(P, S) ⊆ G(P ′, S), i.e., e is computed without s. Thus,

G(P ′, S ∪ {s}) = G(P ′, S), so S ∪ {s} equivalent to S as claimed. �

Then, we have the following guarantee for the test case synthesis algorithm:

Proposition 5.5.2 The test case P synthesized for path specification s is a potential witness for s.

Proof: (sketch) Let s = z1 → w1 99K ...→ zk 99K wk. Since the function calls are treated as

no-ops by the static analysis (according to the definition of a potential witness), they do not add any

edges to the extracted graph G except for assignments to and from parameters and return values.

The only other edges in the graph G extracted from P are those corresponding to the allocation

statements added to P in the initialization step.

First, we show that the edges in the premise of s are contained in G(P, ∅). For an edge wi → zi+1,

there are three possibilities—either Ai = Transfer, Ai = Transfer, or Ai = Alias:

• Case Ai = Transfer: Then, wi is a return value and zi+1 is a parameter. Then, the test case

synthesis algorithm assigns the return value of mi to the argument of mi+1, i.e., the edges

wi
Assign−−−−→ x

Assign−−−−→ zi+1 ∈ G,

where G is the graph extracted from P . Therefore, we have (wi
Transfer−−−−−→ zi+1) ∈ G(P, ∅).

• Case Ai = Transfer: This case is analogous to the case A = Transfer.

• Case Ai = Alias: Then, wi and zi+1 are both parameters. Then, wi and zi+1 are both

parameters. Then, the test case synthesis algorithm allocates a new object and passes it as a

parameter to each mi and mi+1, i.e., the edges

o
New−−−→ x

Assign−−−−→ wi ∈ G and o
New−−−→ x

Assign−−−−→ zi+1 ∈ G.

Therefore, we have (wi
Alias−−−→ zi+1) ∈ G(P, ∅).

Second, consider all edges w
Ai−→ z, where w, z ∈ Vlib and Ai ∈ {Transfer,Transfer,Alias}, that

are contained in the premise of s. By inspection, of the edges in G as described above, the only

additional edges in G(P, ∅) of this form are:
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• The self-loops zi
Transfer−−−−−→ zi and wi

Transfer−−−−−→ wi (since there is a production Transfer → ε in

the points-to grammar Cpt).

• The backward edges zi+1
Ai−→ wi (when Ai ∈ {Transfer,Transfer}).

If these edges were added to the premise of s for P , then by Proposition 5.5.1, we could conclude

that P is a potential witness of s. However, these edges are in G(P, S) for any program P and

any specifications S, so we can add them to the premise of s without affecting its semantics. From

Definition 5.3.1, it follows that if P is a witness for s′, and s′ is equivalent to s, then P is a witness

for s as well. Therefore, P is a witness for s as claimed. �

5.6 Static Points-To Analysis with Regular Sets of Path Spec-

ifications

In this section, we describe how to run our static points-to analysis in conjunction with a possibly

infinite regular set S of path specifications (assumed to be represented as an FSA, i.e., S = L(M̂)).

In particular, our static analysis converts S to a set S̃ of code fragment specifications, which are

replacements for the library code that have the same points-to effects as encoded by S.

Given path specifications S, our static analysis constructs equivalent code fragment specifications

S̃, i.e., G(P, S) = G(P, S̃). In other words, S̃ has the same semantics as S with respect to our static

points-to analysis. One detail in our definition of equivalence is that G(P, S̃) may contain additional

vertices corresponding to variables and abstract objects in the code fragment specifications; we omit

these extra vertices and their relations at the end of the static analysis.

5.6.1 Converting a Single Path Specification

For intuition, we begin by describing how to convert a single path specification

s = (z1 99K w1 → ...→ zk 99K wk)

into an equivalent set of code fragment specifications, where Ai = Alias for each i and z1 is a

parameter. Let the code fragment specifications S̃ corresponding to s be:

m1 = {w1.f1 ← z1}

m2 = {t2 ← z2.f1, w2.f2 ← t2}

...

mk = {wk ← zk.fk−1},

where f1, ...fk−1 ∈ F are fresh fields and t2, ..., tk−1 are fresh variables. Then:
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(initial parameter)
qinit

z−→ q
w−−→ r ∈ M̂, z = pm, w ∈ {pm, rm}

w.fr ← z ∈ m
(initial return)

qinit
z−→ q

w−−→ r ∈ M̂, z = rm, w ∈ {pm, rm}

t ← X(), z ← t, w.fr ← t ∈ m

(final parameter)
p
z−→ q

w−−→ qfin ∈ M̂, z = pm, w = rm

w ← z.fp ∈ m
(final return)

p
z−→ q

w−−→ qfin ∈ M̂, z = rm, w = rm

t ← X(), z.fp ← t, w ← t ∈ m

(Ai = Alias)
p
z−→ q

w−−→ r ∈ M̂, z = pm, w = pm

t ← z.fp, w.fr ← t ∈ m
(Ai = Transfer)

p
z−→ q

w−−→ r ∈ M̂, z = pm, w = rm

wX(), t ← z.fp, w.fr ← t ∈ m

(Ai = Transfer)
p
z−→ q

w−−→ r ∈ M̂, {z, w} ⊆ {pm, rm}

z ← X(), t ← w.fr, z.fp ← t ∈ m
(initial final)

qinit
z−→ q

w−−→ qfin ∈ M̂, {z, w} ⊆ {pm, rm}

w ← z ∈ m

Figure 5.7: Rules for generating code fragment specifications from path specifications defined by a
finite state automaton M̂ = (Q,Vpath, δ, qinit, Qfin), where for simplicity we assume M̂ has a single
accept state qfin.

Proposition 5.6.1 We have G(P, S̃) = G(P, {s}) ∪ G′(P, S̃), where G
′
(P, S̃) consists of the edges

in G(P, S̃) that refer to vertices corresponding to variables and abstract objects in S̃.

Proof: (sketch) First, we show that G(P, {s} ⊆ G(P, S̃). Suppose that the premise of s holds,

i.e., zi
Ai−→ wi+1 ∈ G for each i. Then, the static analysis computes z1

Transfer−−−−−→ wk ∈ G(P, {s}); we

need to show that z1
Transfer−−−−−→ wk ∈ G(P, S̃) as well. Note that we have

z1
Store[f1]−−−−−→ w1

Alias−−−→ z2
Load[f1]−−−−−→ t2 ∈ G(P, S̃)

t2
Store[f2]−−−−−→ w2

Alias−−−→ z3
Load[f2]−−−−−→ t3 ∈ G(P, S̃)

...

tk−1
Store[fk−1]−−−−−−−→ wk−1

Alias−−−→ zk
Load[fk−1]−−−−−−−→ wk ∈ G(P, S̃).

By induction, the static analysis computes z1
Transfer−−−−−→ ti ∈ G(P, S̃) for each i ∈ [k − 1]. Thus, the

static analysis computes z1
Transfer−−−−−→ wk ∈ G(P, S̃), as claimed.

Next, we show the converse, i.e., that G(P, S̃) ⊆ G(P, S) ∪ G′(P, S̃). First, note that the only

production with Store[f ] is

Transfer→ Transfer Store[f ] Alias Load[f ].

Since each fi is a fresh field, there is only one edge labeled Store[fi] and only one edge labeled

Load[fi]. Thus, this production can only be triggered if (i) zi
Alias−−−→ wi ∈ G(P, S̃), and (ii) for some

vertex x, x
Transfer−−−−−→ ti ∈ G(P, S̃). If triggered, the static analysis adds an edge x

Transfer−−−−−→ ti+1 to

G(P, S̃). For i = 1, the only vertices x satisfying the second condition are x = z1 and x = t1. By
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Candidate (Regular Expression) Candidate (Finite State Automaton) Code Fragments

ob 99K thisset → thisget 99K rget qinit q1 qf q2 qfin
ob thisset thisget rget void set(Object ob) { f = ob; }

Object get() { return f; }

ob 99K thisset
(
→ thisclone 99K rclone

)∗
→ thisget 99K rget

qinit q1 qf q2 qfin

q3

ob thisset thisget

thisclone

rget

rclone

void set(Object ob) { f = ob; }

Object get() { return f; }

Box clone() {

Box b = new Box(); // ~o_clone

b.f = f;

return b; }}

ob 99K thisset → thisget 99K rget

+ ob 99K thisset → thisclone 99K rclone
→ thisget → rget

+ ob 99K thisset → thisclone 99K rclone
→ thisclone 99K rclone
→ thisget 99K rget

qinit q1 qf q2 qfin

q3

qg

q4

qh

ob thisset thisget

thisclone

rget

rclone thisget

thisclone

rclone

thisget

void set(Object ob) { f = ob; }

Object get() {

return f;

return g;

return h; }

Box clone() {

Box b = new Box(); // ~o_clone

b.g = f;

b.h = g;

return b; }}

Figure 5.8: Examples of candidate code fragment specifications (left column), and the equivalent
path specifications as a regular expression (middle column) and as a finite state automaton (right
column).

induction, if wi
Alias−−−→ zi+1 ∈ G(P, S̃) for each i, we have

z1
Transfer−−−−−→ ti ∈ G(P, S̃)

tj
Transfer−−−−−→ ti ∈ G(P, S̃)

for each j ≤ i. None of the ti are part of an Assign edge except t1 and tk; for the latter, the

production Transfer → Transfer Assign triggers and we get z1
Transfer−−−−−→ wk ∈ G(P, S̃). This edge is

the only one in G(P, S̃) that does not refer to vertices extracted from the code fragments, so the

claim follows. �

5.6.2 Converting a Regular Set of Path Specifications

Our construction generalizes straightforwardly to constructing code fragment specifications from M̂ .

For each state q ∈ Q, we introduce a fresh field fq ∈ F . Intuitively, transitions into q correspond to

stores into fq, and transitions coming out of q correspond to loads into fq. In particular, we include

statements in m according to the rules in Figure 5.7.

The following guarantee follows similarly to the proof of Proposition 5.6.1:

Proposition 5.6.2 We have G(P, S̃) = G(P, S) ∪G′(P, S̃), where G
′
(P, S̃) is defined as before.

In Figure 5.8, we show examples of path specifications (first column), the corresponding FSA

(middle column), and the generated code fragment specifications. For example, in the second line,
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the transitions

qinit
ob−→ q1

thisset−−−−→ q2
thisget−−−−→ q3

rget−−→ qfin

generate the specifications for set (the first two transitions, with field f = fq2) and get (the last

two transitions), and the self-loop

q2
thisclone−−−−−→ q6

rclone−−−→ q2

generates the specification for clone.

5.7 Proof of Equivalence Theorem

We prove Theorem 5.3.4, relegating the proof of technical lemmas to Section 5.7.6.

5.7.1 Converting the Library Implementation to Path Specifications

First, we describe how to convert the library implementation into a set S of transfer and proxy

object specifications. A specification of the form

z1 99K w1 → ...→ zk 99K wk.

is included in S if there exist paths

z1
β1
99K w1, ..., zk

βk
999K wk

such that A
∗

=⇒ β1α̃1...α̃k−1βk in Cpt, where

A =

Transfer if z1 = pm1

Alias if z1 = rm1

and

α̃i =


Assign if wi = pmi and zi+1 = rmi+1

Assign if wi = rmi and zi+1 = pmi+1

New New if wi = pmi and zi+1 = pmi+1
.

Then, we prove that the conclusion of Theorem 5.3.4 holds for S constructed with this algorithm.
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5.7.2 Proof Overview

Let G denote the points-to sets computed by running the static analysis with the library implemen-

tation available, and G(S) denote the points-to sets computed by running the static analysis with

the path specifications S. We have to prove that G = G(S); the direction G(S) ⊆ G follows easily,

since a path specification s is included in S exactly when the library implementation would imply

the same logical formula as the semantics of s.

The challenging direction is to show that S is sound, i.e., G ⊆ G(S). For simplicity, we focus

on points-to edges o
FlowsTo−−−−−→ x; the alias and transfer relations follow similarly. Suppose that

o
FlowsTo−−−−−→ y ∈ G(S); then, there must exist a path o

New−−−→ x
α
99K y, where Transfer

∗
=⇒ α. This path

passes into and out of library functions, leading to a decomposition

x
α0
999K z1

β1
99K w1

α1
999K ...

βk
999K wk

αk
999K y, (5.6)

where α = α0β1α1...βkαk. This decomposition suggests that the following path specification may

be applied to derive x
Transfer−−−−−→ y:

z1 99K w1 → ...→ zk 99K wk. (5.7)

At a high level, our proof has two parts. First, we prove the case where the segments of α in the

program do not contain field accesses, i.e., α ∈ (Σfree ∪ Σlib)∗, where

Σfree = {Assign,Assign,New,New}

Σprog = {Store[f ],Load[f ],Store[f ],Load[f ] | f ∈ Fprog}

Σlib = {Store[f ],Load[f ],Store[f ],Load[f ] | f ∈ Flib}.

Second, we show how “nesting” of fields allows us to reduce the general case to the case α ∈
(Σfree ∪ Σlib ∪ Σprog)∗. In particular, by Assumption 5.3.3, the library field accesses and program

field accesses do not match one another. As previously discussed, this assumption can be enforced

by a purely syntactic program transformation where accesses to library fields in the program are

converted into calls to getter and setter functions.

Consider a path of the form (5.6) such that α ∈ (Σfree ∪ Σlib)∗. We need to show that in this

case, we derive the edge x
Transfer−−−−−→ y ∈ G(S), where S is constructed as in Section 5.7.1. Our proof

of this claim relies on two results. The first result says that for such a path, the conclusion of (5.7)

holds when each wi is connected to zi+1 by αi:

Proposition 5.7.1 For any path of the form (5.6) such that α ∈ (Σfree∪Σlib)∗ we have (i) the case

wi = ri and zi+1 = ri+1 cannot happen, and (ii) Transfer
∗

=⇒ β1α1β2...αk−1βk.

As a consequence of this result, we know that the path specification (5.7) is contained in S. The



CHAPTER 5. ACTIVE LEARNING OF POINTS-TO SPECIFICATIONS 92

second result says that the premise of (5.7) holds for our case:

Proposition 5.7.2 For any path of the form (5.7) such that α ∈ (Σfree ∪ Σlib)∗, we have

Ai
∗

=⇒ αi (∀i ∈ [k − 1])

Ai
∗

=⇒ αi (∀i ∈ {0, k}).

Therefore, we can conclude that when running the static analysis using path specifications, we derive

the conclusion of the path specification (5.7), i.e., z1
Transfer−−−−−→ wk ∈ G(S). In summary, we have the

following result:

Theorem 5.7.3 Theorem 5.3.4 holds for any α ∈ (Σfree ∪ Σlib)∗.

Proof: Consider an edge x
Transfer−−−−−→ y ∈ G derived by the static analysis using the library imple-

mentation. We claim that this edge is derived by the static analysis when using path specifications,

i.e., x
Transfer−−−−−→ y ∈ G(S). By Proposition 5.7.1, we conclude that (5.7) is in S. Furthermore,

by Proposition 5.7.2, the premise of (5.7) holds, so the static analysis derives its conclusion, i.e.,

z1
Transfer−−−−−→ wk ∈ G(S). Therefore, we have

x
Transfer−−−−−→ z1

Transfer−−−−−→ wk
Transfer−−−−−→ y ∈ G(S),

so the static analysis derives x
Transfer−−−−−→ y ∈ G(S), as claimed.

Now, we know that any points-to edge o
FlowsTo−−−−−→ y ∈ G has the form o

New−−−→ x
Transfer−−−−−→ y. Since

we have shown that x
Transfer−−−−−→ y ∈ G(S), the static analysis also derives o

FlowsTo−−−−−→ y ∈ G(S), so the

result follows. �

In the remainder of the section, we introduce the technical machinery that enables us to reason

about “equivalence” of the semantics of different sequences of statements. Then, we describe how

we prove Propositions 5.7.1 & 5.7.2. Finally, we reduce Theorem 5.3.4 to Theorem 5.7.3.

5.7.3 Equivalent Semantics

Proving Propositions 5.7.1 & 5.7.2 requires reasoning about the equivalence of the semantics of

sequences of statements in P . For example, to prove Proposition 5.7.1, we show that each αi is

“equivalent” to α̃i. Intuitively, for α̃i = Assign, we show that the sequence of statements represented

by αi exhibits the same semantics as a single assignment. For example, y ← x, z ← y has the same

points-to effects as z ← x (assuming y is temporary). We leverage the correspondence established

by formulating points-to analysis as context-free language reachability:

sequence of statements = sequence α ∈ Σ∗.
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For example, the first sequence of statements above corresponds to (Assign Assign), and the second

to Assign.

Using this correspondence, we can reduce reasoning about sequences of statements with equiva-

lent semantics to studying equivalence classes of strings α ∈ Σ∗:

equivalent sequences of statements = equivalence classes [α] ⊆ Σ∗ .

In particular, α, β ∈ Σ∗ are equivalent if

γαδ ∈ L(Cpt)⇔ γβδ ∈ L(Cpt) (∀γ, δ ∈ Σ∗). (5.8)

In other words, α can be used interchangeably with β in any string without affecting whether the

string is contained in L(Cpt). We use [α] = {β ∈ Σ∗ | α ∼ β} to denote the equivalence class of

α ∈ Σ∗. Then, [α] = [β] if for any two paths

o
γ
99K v

α
99K w

δ
99K x, o

γ
99K v

β
99K w

δ
99K x,

the first results in x ↪→ o if and only if the second does. For example, [Assign Assign] = [Assign].

Then, equivalence is compatible with sequencing:

Lemma 5.7.4 If [α] = [α′] and [β] = [β′], then [αβ] = [α′β′].

Proof: By definition, γαβδ ⇔ γα′βδ ⇔ γα′β′δ. �

In particular, Lemma 5.7.4 shows that sequencing is well-defined for equivalence classes:

[α] [β] = [αβ], (5.9)

since different choices α′ ∈ [α] and β′ ∈ [β] yield the same equivalence class, i.e., [αβ] = [α′β′].

Abstractly, Σ∗ is a semigroup, with sequencing as the semigroup operation; then, Lemma 5.7.4

shows the equivalence relation is compatible with the semigroup operation, so the quotient Σ/ ∼ is

a semigroup with semigroup operation (5.9).

For convenience, we let φ denote an element of the equivalence class of strings such that

for all γ, δ ∈ Σ∗, γφδ 6∈ L(Cpt). (5.10)

In other words, [φ] describes sequences of statements that can never be completed to a valid flows-to

path.
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5.7.4 Proofs of Propositions 5.7.1 & 5.7.2

Now, we describe how to prove that under the conditions of Proposition 5.7.1, [αi] = [α̃i], which

suffices to prove the proposition. We focus on the case α̃i = Assign; the other cases are similar. We

need the following technical lemma (we give a proof in Section 5.7.6):

Lemma 5.7.5 For any α ∈ Σ∗free, we have

[Assign] [α] [Assign] ∈ {[Assign], [φ]}.

With this lemma, since α̃i = Assign, wmi = rmi and zmi+1 = pmi , so the path wmi
αi
99K zmi+1 has

form

wmi = rmi
Assign−−−−→ yi

α′i
99K xi+1

Assign−−−−→ pmi+1 = zmi+1 ,

where αi = Assign α′i Assign. By Lemma 5.7.5,

[αi] = [Assign] [α′i] [Assign] ∈ {[Assign], [φ]}.

Since (New α) ∈ L(Cpt), we cannot have [αi] = [φ], so

[αi] = [Assign] = [α̃i],

as claimed. We have also proven the claim in Proposition 5.7.2 that Ai
∗

=⇒ αi (with Ai = Transfer)

also follows. The other claims in Propositions 5.7.1 & 5.7.2 follow similarly. �

5.7.5 Reduction of Theorem 5.3.4 to Theorem 5.7.3

To handle field accesses, note that pairs of terminals (Store[f ],Load[f ]) and (Load[f ],Store[f ]) in

strings α ∈ L(Cpt) are matching. Therefore, can identify an inner-most nested pair (σ, τ) such

that the string β between σ and τ contains no field accesses, i.e., β ∈ Σfree. Furthermore, by

Assumption 5.3.3, library field accesses and program field accesses do not match one another. In

particular, the set of matching program field accesses is

∆prog =
⋃

f∈Fprog

{(Store[f ],Load[f ]), (Load[f ],Store[f ])}.

Lemma 5.7.6 For any α ∈ L(Cpt), either α ∈ (Σfree ∪ Σlib)∗, or there exists a pair of terminals

(σ, τ) ∈ ∆prog such that α = γσβτδ, where γ, δ ∈ Σ∗ and β ∈ (Σfree ∪ Σlib)∗.

The next step is to characterize [σβτ ]:
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Lemma 5.7.7 For any (σ, τ) ∈ ∆prog and β ∈ (Σfree ∪ Σlib)∗,

[σ] [β] [τ ] ∈ {[Assign], [φ]}.

Finally, β must be an aliasing relation:

Lemma 5.7.8 For any β ∈ Σ∗,

[Store[f ]] [β] [Load[f ]] = [Assign]⇒ [β] = [New New]

[Load[f ]] [β] [Store[f ]] = [Assign]⇒ [β] = [New New].

Now, if α ∈ Σ∗free, we are done. Otherwise, putting the three lemmas together, we perform the

following procedure:

1. By Lemma 5.7.6, we can write α = γσβτδ, where (σ, τ) ∈ ∆prog and β ∈ (Σfree ∪ Σlib)∗, such

that

y
γ
99K v

σ−→ w
β
99K t

τ−→ u
δ
99K x.

2. By Lemma 5.7.7, [σ] [β] [τ ] = [Assign].

3. By Lemma 5.7.8, [β] = [New New].

4. By Theorem 5.3.4, we have w
Alias−−−→ t ∈ G(S̃); therefore, v

Transfer
9999999K u ∈ G(S̃) as well.

5. Recursively apply the procedure to α′ = γ Assign δ.

This procedure must terminate, since α has finitely many pairs of store and load statements. The-

orem 5.3.4 follows. �

5.7.6 Proof of Technical Lemmas

We prove the technical lemmas used in Section 5.7.

Proof of Lemma 5.7.5 We first show the following lemma, which completely characterizes the

subgroupoid of elements Σ∗free ⊆ Σ∗:
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Lemma 5.7.9 We have

[Assign] [Assign] = [Assign]

[Assign] [Assign] = [φ]

[Assign] [Assign] = [φ]

[Assign] [Assign] = [Assign]

[Assign] [New New] = [φ]

[New New] [Assign] = [New New]

[Assign] [New New] = [Assign]

[New New] [Assign] = [φ]

[New New] [New New] = [φ].

Proof: We show the first relation; the others follow similarly. First, we show that if γ Assign δ ∈
L(Cpt), then γ Assign Assignδ ∈ L(Cpt). There must exist a derivation

FlowsTo⇒ ...⇒ Transfer uδ

⇒ Transfer Assign uδ

⇒ ...

⇒ γ Assign δ

since the only production in Cpt containing the terminal symbol Assign is Transfer→ Transfer Assign.

Therefore, the following derivation also exists:

FlowsTo⇒ ...⇒ Transfer δ

⇒ Transfer Assign uδ

⇒ Transfer Assign Assign uδ

⇒ ...

⇒ γ Assign Assign δ,

i.e., γ Assign Assign δ ∈ L(Cpt). By a similar argument, it follows that if γ Assign Assign δ ∈ L(Cpt),

then γ Assign δ ∈ L(Cpt), so [Assign] [Assign] = [Assign]. �

It follows directly that if α ∈ Σ∗free, then

[α] ∈ {[φ], [ε], [Assign], [Assign], [New New]}.

In particular, for α′ ∈ Σ∗free, [Assign] [α′] ∈ {[Assign], [φ]}, so the lemma follows by taking α′ =
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α Assign. �

Proof of Lemma 5.7.6 If we replace the terminal symbols σ ∈ Σfree with ε in Cpt, then Cpt

is a parentheses matching grammar where each “open parentheses” Store[f ] (resp., Load[f ]) must

be matched with a corresponding “closed parentheses” Load[f ] (resp., Store[f ]). Also, by Assump-

tion 5.3.3, Σlib ∩ Σprog = ∅.
Now, we prove by induction on the length of α. The base case α = ε is clear. If α ∈ Σ∗ does

not contain a pair of matched parentheses (Store[f ],Load[f ]) ∈ Σ2
prog, then α ∈ (Σfree ∪ Σlib)∗, so

we are done. Otherwise, for any such pair of matched parentheses, we can express α = γσα′τδ. By

induction, the lemma holds for α′, so we can write α = γ′σ′β′τ ′δ′ as in the lemma. Therefore, we

have

α = (γσγ′)σ′β′(τ ′δ′τδ),

so the claim follows. �

Proof of Lemma 5.7.7 We show the case (σ, τ) = (Store[f ],Load[f ]), where f ∈ Fprog; the case

(σ, τ) = (Load[f ],Store[f ]) is similar. First, suppose that γσβτδ ∈ L(Cpt). Then, there must exist

a derivation of form

FlowsTo⇒ ...⇒ uγ Transfer uδ

⇒ uγ Transfer σ Alias τ uδ

⇒ ...

⇒ γσβτδ,

so the following derivation exists:

FlowsTo⇒ ...⇒ uγ Transfer uδ

⇒ uγ Transfer Assign uδ

⇒ ...

⇒ γ Assign δ.

The converse follows similarly, so the claim follows. �

Proof of Lemma 5.7.8 We show two preliminary lemmas.
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Lemma 5.7.10 We have

[Store[f ]] [New New] [Load[f ]] = [Assign]

[Load[f ]] [New New] [Store[f ]] = [Assign].

Proof: Suppose that γ Store[f ] New New Load[f ] δ ∈ L(Cpt). Then, we must have derivation

FlowsTo⇒ ...⇒ uγ Transfer uδ

⇒ uγ Store[f ] Alias Load[f ] uδ

⇒ ...

⇒ γ Store[f ] α Load[f ] δ,

so we also have derivation

FlowsTo⇒ ...⇒ uγ Transfer uδ

⇒ uγ Assign uδ

⇒ ...

⇒ γ Assign Load[f ] δ.

Thus, γ Assign δ ∈ L(Cpt). The converse follows similarly, as does the second claim. �

Lemma 5.7.11 For any β ∈ Σ∗ \ {ε}, we have

[β] = [Assign]⇔ β ∈ L(Cpt,Transfer)

[β] = [Assign]⇔ β ∈ L(Cpt,Transfer)

[β] = [New New]⇔ β ∈ L(Cpt,Alias).

Proof: We first show the forward implication. If [β] = [Assign], then New Assign ∈ L(Cpt), so

New β ∈ L(Cpt). Therefore, there must exist a derivation

FlowsTo⇒ New Transfer ⇒ ... ⇒ New β,

so β ∈ L(Cpt,Transfer). The other two cases follow similarly. Now, we show the backward impli-

cation. Suppose that β ∈ L(Cpt,Transfer). We prove by structural induction on the derivation of

β from Transfer. Since β 6= ε, β cannot have been produced by Transfer ⇒ ε. If β is produced

by Transfer → Transfer Assign, then β = β′Assign, where β′ ∈ L(Cpt,Transfer). By induction,
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[β′] = [Assign], so

[β] = [β′] [Assign] = [Assign] [Assign] = [Assign],

where the last step follows from Lemma 5.7.9. Next, if β is produced using the production

Transfer→ Transfer Store[f ] Alias Load[f ],

then β = β′ Store[f ] β′′ Load[f ], where β′ ∈ L(Cpt,Transfer) and β′′ ∈ L(Cpt,Alias). By induction,

[β′] = [Assign] and [β′′] = [New New], so

β = [β′] [Store[f ]] [β′′] [Load[f ]]

= [Assign] [Store[f ]] [New New] [Load[f ]]

= [Assign],

where the last step follows from Lemma 5.7.10 and Lemma 5.7.9. The remaining cases follow

similarly. �

Now, suppose that [Store[f ]] [β] [Load[f ]] = [Assign]. Since

New Store[f ] New New Load[f ] ∈ L(Cpt),

we have

New Store[f ] β Load[f ] ∈ L(Cpt),

so the following derivation must exist:

FlowsTo⇒ New Store[f ] Alias Load[f ]

⇒ ...

⇒ New Store[f ] β Load[f ],

i.e., β ∈ L(Cpt,Alias). By Lemma 5.7.11, we have [β] = [New New]. The second case follows

similarly. �

5.8 Implementation

We have implemented our specification inference algorithm as Atlas. We use Atlas to infer

specifications for our static analysis tool (a variant of Chord [103] modified to use Soot [147] as a
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Figure 5.9: The ratio of nontrivial program points-to edges discovered using (a) ground truth speci-
fications versus the Collections API implementation, (b) Atlas versus ground truth specifications,
and (c) Atlas versus existing specifications. The ratios are sorted from highest to lowest for the
46 benchmark programs with nontrivial points-to edges. In (a) and (c), some values exceeded the
graph scale.

backend) for Java and Android programs, which runs a 1-object-sensitive points-to analysis. Our

tool omits analyzing the Android framework and the Java standard library, and instead analyzes

user-provided code fragment specifications. Over two years, we have handwritten several hundred

code fragment specifications, including many written specifically for our benchmark of programs.

In our evaluation, we focus on specifications for the Java 1.7 Collections API, in particular, for

31 classes that implement the Collection and Map interfaces. We focus on the Java Collections API

since the functions it contains exhibit a variety of interesting points-to effects, which makes them a

challenging target for inferring specifications. Indeed, the most complex points-to specifications we

have written by hand for the entire Android framework are all for functions in this API. We can

easily use our approach to infer specifications for the entire Android framework, but limit ourselves

to these APIs to focus our evaluation—in particular, we provide ground truth specifications for a

large fraction of the Java Collections API.

In total, there are four sets of code fragments for the Java Collections API that our tool can use:

• Specifications inferred by Atlas for the Colletions API.

• The 58 existing, handwritten specifications for the Collections API added to our system over

the past two years (many written specifically for our benchmark).

• Ground truth specifications we wrote by hand for the 12 classes in the Collections API that

are most frequently used by our benchmark—98.5% of calls to the Collections API target a

function in one of these 12 classes.

• The class files comprising the actual implementation of the Collections API (developed by

Oracle).
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5.9 Evaluation

First, we evaluate the precision and recall of Atlas compared to both ground truth specifications

and existing specifications. Second, we compare the points-to edges computed by our static points-to

analysis using different code fragment specifications on a benchmark of 78 Android programs.

5.9.1 Specification Inference

We sampled a total of four million candidate path specifications (two million using each random

sampling and MCTS), and run Atlas using the positive examples.

Positive examples: random sampling vs. MCTS. We sampled two million candidate path

specifications using each sampling algorithm. Random sampling found 3,124 positive examples,

whereas MCTS found 10,153. We aggregated all examples for a total of 11,613 positive examples.

Object initialization: null vs. instantiation. Each of the 11,613 positive examples passed the

test case constructed using instantiation, but only 7,721 passed when using null initialization, i.e.,

instantiation finds 50% more specifications.

Inferred specifications. We inferred code fragment specifications for 733 functions; 591 included

a non-proxy-object specification and 330 included a proxy-object specification.

Precision and recall. We examine the top 50 most frequently called functions in our benchmark

(in total, accounting for 95% of the function calls). We count a specification as admissible if it is

identical to the specification we would have written. For specifications with multiple statements, we

count each statement fractionally. The recall of our algorithm was 97% (i.e., we inferred the admis-

sible specification for 97% of the 50 functions) and the precision was 100% (i.e., each specification

was as precise as the true specification).

Handwritten specifications. We inferred 92% of the 58 handwritten specifications; in addition,

we infer an order of magnitude more new specifications (733 versus 58).

Discussion. Each of the 5 false negatives we examined was due to a false negative in our test case

synthesis. For example, the function subList(int,int) in the List class requires a call of the form

subList(0, 1) to retrieve the first object in the list. Similarly, the function set(int,Object)

in the List class requires an object to already be in the list or it raises an index out-of-bounds

exception.
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5.9.2 Points-To Analysis

We evaluate different code fragment specifications using our 1-object-sensitive points-to analysis;

this analysis is particularly sensitive to missing code fragment specifications, since many points-to

edges depend on multiple specifications, and will not be computed if any of these specifications

are missing. Furthermore, oftentimes a given program makes significant use of a small number of

specifications, so a single missing specification can have a large effect. We show that nevertheless,

Atlas can recover a large fraction of points-to edges. Overall, we make the following comparisons:

• We demonstrate the effectiveness of using specifications by showing that using ground truth

specifications significantly decreases false positives compared to analyzing the actual imple-

mentation.

• We evaluate Atlas by comparing the specifications it infers to our ground truth specifications.

• We show that Atlas improves upon our existing, handwritten specifications, even though

many of these specifications were written specifically for our benchmark.

To compare two sets of code fragments S and S′, we replace the handwritten specifications for

the Collections API with each S and S′ and run our points-to analysis. We use Π(S) ⊆ V × O to

denote the points-to edges computed using code fragments S, restricting to points-to edges in the

program, i.e., x ↪→ o ∈ Π(S) only if x and o are in the program. Additionally, many points-to edges

can be discovered without specifications—we disregard such trivial points-to edges Π(∅), where ∅
denotes the code fragments where each function is a no-op. Then, we report the ratio of number of

nontrivial points-to edges discovered using S to the number discovered using S′, i.e.,

R(S, S′) =
|Π(S) \Π(∅)|
|Π(S′) \Π(∅)|

.

We omit the 46 programs for which there are no nontrivial points-to edges, i.e., Π(S) = Π(S′) = Π(∅).
Finally, we focus on points-to edges since results for alias edges x

Alias−−−→ y (where both x and y are

in the program) are very similar.

Benefit of specifications. We begin by showing the benefit of using specifications. In particular,

we study the ratio R(Simpl-12, Strue-12) of analyzing the library implementation Simpl to analyzing

the ground truth specifications Strue, both restricted to the 12 most frequently used classes. This

ratio measures the number of false positives due to analyzing the implementation instead of using

ground truth specifications, since every points-to edge computed using the implementation but not

the ground truth specifications is a false positive. Figure 5.9 (a) shows this ratio R(Simpl-12, Strue-12).

For a third of programs, the false positive rate is more than 100% (i.e., when R ≥ 2), and for four

programs, the false positive rate was more than 300% (i.e., R ≥ 4). The average false positive rate
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was 115.2%, and the median was 62.1%. Furthermore, for two programs, there were actually false

negatives (i.e., R < 1) due to unanalyzable calls to native code.

Finally, running time decreased by an average of 7.5%, and by 12.4% when restricted to analyses

that ran for more than five minutes, even though we only analyzed 12 classes in the library imple-

mentation. In our experience, our points-to analysis is substantially more scalable than analyzing

the Java standard library implementation.

Comparison to ground truth specifications. To show the quality of the specifications inferred

by Atlas, we study the ratio R(Satlas-12, Strue-12) of using specifications inferred by Atlas to using

ground truth specifications, both restricted to the 12 most frequently used classes. We found that

using Atlas does not compute a single false positive points-to edge compared to using ground truth

specifications, i.e., the precision of Atlas is 100%. Then, the ratio R(Satlas-12, Strue−12) measures

the number of false negative points-to edges when using Atlas compared to ground truth. Figure 5.9

(b) shows R(Satlas-12, Strue-12). This number is almost one for more than half the programs, i.e., for

almost half the programs, there are no false negatives. The median recall is 99.0%, and the average

recall is 75.8%.

Improving upon handwritten specifications. To show how Atlas can improve upon our ex-

isting, handwritten specifications, we study the ratio R(Satlas, Shand) of using specifications inferred

by Atlas to using the 58 existing specifications (on all 31 classes in the Collections API). This

ratio compares the recall of Atlas to that of our existing specifications—a higher ratio says that

Atlas has better recall, and a lower ratio says that our existing specifications have better recall.

Figure 5.9 (c) shows R(Satlas, Shand). Atlas finds a number of new points-to edges compared to the

existing, handwritten specifications, despite the fact that many of the existing specifications were

written specifically for this benchmark. On average, Atlas discovers 20.1% new points-to edges.

The median is 100%, i.e., Atlas find the same number of points-to edges as our existing system.

Discussion. Our results show how the specifications inferred by Atlas substantially improve recall

compared to handwritten specifications. Oftentimes code is simply unavailable for analysis, e.g., due

to native code, dynamically loaded code, or significant use of reflection. For such code, specifications

are the only practical solution for precise and scalable static analysis. However, specifications are

expensive and error prone to write—writing ground truth specifications for just 12 classes took one

student more than a week of time, and bugs were discovered in the specifications during the course

of our evaluation.

Atlas is an automatic approach to generating specifications, and produces higher quality speci-

fications compared to writing them by hand. Production systems often already require handwritten

specifications to handle missing or hard-to-analyze code [49], but typically only provide specifica-

tions for the most frequently used functions. Tools like Atlas that infer specifications for missing
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code are crucial for improving the usability of static analysis.

5.10 Conclusion

Specifications summarizing the points-to effects of library code can be used to increase precision,

recall, and scalability of running a static points-to analysis on any client code. By automatically

inferring such specifications, Atlas fully automatically automatically achieves all of these benefits

without the typical time-consuming and error-prone process of writing specifications. We believe

that Atlas is an important step towards improving the usability of static analysis in practice.



Chapter 6

Synthesizing Program Input

Grammars

In this chapter, we study the problem of automatically synthesizing grammars representing program

input languages. Our goal is to extend some of the ideas for active learning of points-to summaries

to infer more challenging specifications. We propose a grammar synthesis algorithm that is similar

to the active language learning algorithm described in Chapter 5—it iteratively proposes candidate

generalizations of the current language and then uses queries to an oracle to avoid choosing incorrect

generalizations. However, instead of operating on finite state automata, the grammar synthesis

algorithm we propose in this chapter operates on regular expressions and context-free grammars. In

particular, program input languages are often context-free, so an algorithm for synthesizing program

input languages must be able to learn recursive structure not present in points-to summaries.

Such a grammar synthesis algorithm has many potential applications. Our primary motiva-

tion is the possibility of using synthesized grammars with grammar-based fuzzers [97, 61, 75]. For

example, such inputs can be used to find bugs in real-world programs [115, 102, 64, 158], learn

abstractions [104], predict performance [77], and aid dynamic analysis [106]. Beyond fuzzing, a

grammar synthesis algorithm could be used to reverse engineer input formats [76], in particular,

network protocol message formats can help security analysts discover vulnerabilities in network pro-

grams [29, 154, 91, 92]. Synthesized grammars could also be used to whitelist program inputs,

thereby preventing exploits [120, 142, 121].

Approaches to synthesizing program input grammars typically examine executions of the pro-

gram, and then generalize these observations to a representation of valid inputs. These approaches

can be either whitebox or blackbox. Whitebox approaches assume that the program code is available

for analysis and instrumentation, for example, using dynamic taint analysis [76]. Such an approach

is difficult when only the program binaries are available or when parts of the code (e.g., libraries)

105
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are missing. Furthermore, these techniques often require program-specific configuration or tuning,

and may be affected by the structure of the code. We consider the blackbox setting, where we only

require the ability to execute the program on a given input and observe its corresponding output.

Since the algorithm does not examine the program’s code, its performance depends only on the

language of valid inputs, and not on implementation details.

A number of existing language inference algorithms can be adapted to this setting [42]. However,

we found them to be unsuitable for synthesizing program input grammars. In particular, L-Star [12]

and RPNI [110], the most widely studied algorithms [148, 35, 58, 25, 36], were unable to learn or

approximate even simple input languages such as XML, and furthermore do not scale even to small

sets of seed inputs. Surprisingly, we found that L-Star and RPNI perform poorly even on the class

of regular languages they target.

The problem with these algorithms is that despite having theoretical guarantees, they depend on

assumptions that do not hold in the setting of learning program input grammars. For example, they

typically avoid overgeneralizing by relying on an “oracle” to provide negative examples that are used

by the algorithm to identify and remove overly general portions of the language. However, these or-

acles are not available in our setting—e.g., L-Star obtains such examples from an equivalence oracle,

and RPNI obtains them “in the limit”. They likewise assume that positive examples exercising all

interesting behaviors are provided by this oracle. In our setting, the needed positive and negative

examples are difficult to find, and existing algorithms consistently overgeneralize (e.g., return Σ∗) or

undergeneralize (e.g., return ∅). Additionally, despite having polynomial running time, they can be

very slow on our problem instances. To the best of our knowledge, other existing grammar inference

algorithms are either impractical [87, 42] or make assumptions similar to L-Star and RPNI [78].

This chapter presents the first practical algorithm for synthesizing program input grammars in

the blackbox setting. Our algorithm synthesizes a context-free grammar Ĉ encoding the language

L∗ of valid program inputs, given

• A small set of seed inputs Ein ⊆ L∗ (i.e., examples of valid inputs). Typically, seed inputs

are readily available—in our evaluation, we use small test suites that come with programs or

examples from documentation.

• Blackbox access to the program executable to answer membership queries (i.e., whether a given

input is valid).

Our algorithm adopts a high-level design commonly used by language learning algorithms (e.g.,

RPNI)—it starts with the language containing exactly the given positive examples, and then incre-

mentally generalizes this language, using negative examples to avoid overgeneralizing. Our algorithm

avoids the shortcomings of existing algorithms in two ways:

• It considers a much richer set of potential generalizations, which addresses the issue of omitted

positive examples.
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• It generates negative examples on the fly to avoid overgeneralizing, which addresses the issue

of omitted negative examples.

In particular, our algorithm constructs a series of increasingly general languages using general-

ization steps. Each step first proposes a number of candidate languages that generalize the current

language, and then uses carefully crafted membership queries to reject candidates that overgeneralize.

Our algorithm considers candidates that (i) add repetition and alternation constructs characteristic

of regular expressions, (ii) induce recursive productions characteristic of context-free grammars, in

particular, parentheses matching grammars, and (iii) generalize constants in the grammar.

We implement our approach in a tool called Glade,1. We conduct an extensive empirical

evaluation of Glade (Section 6.7), and show that Glade substantially outperforms both L-Star

and RPNI, even when restricted to synthesizing regular expressions. Furthermore, we show that

Glade successfully synthesizes input grammars for real programs, which can be used to fuzz test

those programs. In particular, Glade automatically synthesizes a program input grammar, and

then uses the synthesized grammar in conjunction with a standard grammar-based fuzzer (described

in Section 6.7.3) to generate new test inputs. Many fuzzing applications require valid inputs, for

example, differential testing [158]. We show that when restricted to generating valid inputs, Glade

increases line coverage compared to both a näıve fuzzer and a production fuzzer afl-fuzz [159]. Our

contributions are:

• We introduce an algorithm for synthesizing program input grammars from seed inputs and

blackbox program access (Section 6.2). Our algorithm first learns regular properties such as

repetitions and alternations (Section 6.3), and then learns recursive productions characteristic

of matching parentheses grammars (Section 6.4).

• We implement our grammar synthesis algorithm in a tool called Glade, and show that Glade

outperforms two widely studied language learning algorithms, L-Star and RPNI, in our appli-

cation domain (Section 6.7.2).

• We use Glade to fuzz test programs, showing that it increases the number of newly covered

lines of code using valid inputs by up to 6× compared to two baseline fuzzers (Section 6.7.3).

6.1 Problem Formulation

Suppose we are given a program that takes inputs in Σ∗, where Σ is the input alphabet (e.g., ASCII

characters). We let L∗ ⊆ Σ∗ denote the target language of valid program inputs; typically, L∗ is

a highly structured subset of Σ∗. Our goal is to synthesize a language L̂ approximating L∗ from

blackbox program access and seed inputs Ein ⊆ L∗. We represent blackbox program access as an

1Glade stands for Grammar Learning for AutomateD Execution.
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• Target language L(CXML), where the context-free grammar CXML has terminals ΣXML =
{a, ..., z, <, >, /}, start symbol AXML, and production

AXML → (a + ...+ z + <a>AXML</a>)∗

• Oracle OXML(α) = I[α ∈ L(CXML)]

• Seed inputs EXML = {αXML}, where αXML = <a>hi</a>

Figure 6.1: A context-free language L(CXML) of XML-like strings, along with an oracle OXML for
this language and a seed input αXML.

oracle O such that O(α) = I[α ∈ L∗] (here, I is the indicator function, so I[C] is 1 if C is true and

0 otherwise). In particular, we run the program on input α ∈ Σ∗, and conclude that α is a valid

input (i.e., α ∈ L∗) if the program does not print an error message. Access to the oracle is crucial

to avoid overgeneralizing, e.g., rejecting L̂ = Σ∗, whereas the seed inputs give a starting point from

which to generalize.

As a running example, suppose the program input language is the XML-like grammar CXML

shown in Figure 6.1. We use + to denote alternations and ∗ (the Kleene star) to denote repetitions.

Terminals that are part of regular expressions or context-free grammars are highlighted in blue.

Given seed input αXML and oracle OXML, our goal is to synthesize a language L̂ approximating

L∗ = L(CXML).

Ideally, we would learn L∗ exactly, i.e., L̂ = L∗, but it is impossible to guarantee exact learn-

ing [66]. Instead, we want L̂ to be a good approximation of L∗. To measure the approximation

quality, we require probability distributions over L∗ and L̂. In Section 6.7.1, we define the distribu-

tions we use in detail. Briefly, we convert the context-free grammar into a probabilistic context-free

grammar, and use the distribution induced by sampling strings in this probabilistic grammar. Then,

we measure the quality of L̂ as follows:

Definition 6.1.1 Let PL∗ and PL̂ be probability distributions over L∗ and L̂, respectively. The

precision of L̂ is Prα∼PL̂ [α ∈ L∗] and the recall of L̂ is Prα∼PL∗ [α ∈ L̂] (here, α ∼ P denotes a

random sample from P).

For high precision, a randomly sampled string α ∼ PL̂ must be valid with high probability, i.e.,

α ∈ L∗. For high recall, L̂ must contain a randomly sampled valid string α ∼ PL∗ with high

probability. Both are desirable: L̂ = {αin} has perfect precision but typically low recall, whereas

L̂ = Σ∗ has perfect recall but typically low precision. Finally, while the synthesized language L̂ is

context-free, it is often possible for L̂ to approximate L∗ with high precision and recall even if L∗ is

not context-free (e.g., L∗ is context-sensitive).
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Algorithm 8 Our grammar synthesis algorithm. Given seed input αin ∈ L∗ and oracle O for L∗, it returns
an approximation of L∗.

procedure LearnLanguage(αin,O)

L̂current ← {αin}
while true do

M ← ConstructCandidates(L̂current)
L̃chosen ← ∅
for all L̃ ∈M do

S ← ConstructChecks(L̂current, L̃)
if CheckCandidate(S,O) then

L̃chosen ← L̃
break

end if
end for
if L̃chosen = ∅ then

return L̂current

end if
L̂current ← L̃chosen

end while
end procedure
procedure CheckCandidate(S,O)

for all α ∈ S do
if O(α) = 0 then

return false
end if

end for
return true

end procedure

6.2 Overview

In this section, we give an overview of our grammar synthesis algorithm (summarized in Algorithm 8).

We consider the case where Ein consists of a single seed input αin ∈ L∗; an extension to multiple

seed inputs is given in Section 6.5.1. Our algorithm starts with the language L̂1 = {αin} containing

only the seed input, and constructs a series of languages

{αin} = L̂1 ⇒ L̂2 ⇒ ...,

where L̂i+1 results from applying a generalization step to L̂i. On one hand, we want the languages

to become successively larger (i.e., L̂i ⊆ L̂i+1); on the other hand, we want to avoid overgeneralizing

(ideally, the newly added strings L̂i+1 \ L̂i should be contained in L∗). Our framework returns

the current language L̂i if it is unable to generalize L̂i in any way. Figure 6.2 shows the series of

languages constructed by our algorithm for the example in Figure 6.1. Steps R1-R9 (detailed in

Section 6.3) generalize the initial language L̂1 = {αXML} by adding repetitions and alternations.

Steps C1-C2 (detailed in Section 6.4) add recursive productions.

We now describe generalization steps at a high level.
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Step Language Candidates Checks

R1 [<a>hi</a>]rep

? ([<a>hi</a>]alt)
∗

? ([<a>hi</a]alt)
∗[>]rep

? ...
? <a>([hi]alt)

∗[</a>]rep
? ...

{ε 3, <a>hi</a><a>hi</a> 3}
{<a>hi</a 7, <a>hi</a<a>hi</a> 7}
...
{<a></a> 3, <a>hihi</a> 3}
...

R2 ([<a>hi</a>]alt)
∗

? ([<]rep + [a>hi</a>]alt)
∗

? ...
? ([<a>hi</a>]rep)∗

{< 7, a>hi</a> 7}
...
∅

R3 ([<a>hi</a>]rep)∗
? (([<a>hi</a]alt)

∗[>]rep)∗
? ...
? (<a>([hi]alt)

∗[</a>]rep)∗
? ...

{<a>hi</a 7, <a>hi</a<a>hi</a> 7}
...
{<a></a> 3, <a>hihi</a> 3}
...

R4 (<a>([hi]alt)
∗[</a>]rep)∗

? (<a>([hi]alt)
∗([</a>]alt)

∗)∗
? ...
? (<a>([hi]alt)

∗</a([>]alt)
∗)∗

? (<a>([hi]alt)
∗</a>)∗

{<a>hi 7, <a>hi</a></a> 7}
...
{<a>hi</a 7, <a>hi</a>> 7}
∅

R5 (<a>([hi]alt)
∗</a>)∗ ? (<a>([h]rep + [i]alt)

∗</a>)∗
? (<a>([hi]rep)∗</a>)∗

{<a>h</a> 3, <a>i</a> 3}
∅

R6 (<a>([h]rep + [i]alt)
∗</a>)∗ ? (<a>([h]rep + [i]rep)∗</a>)∗ ∅

R7 (<a>([h]rep + [i]rep)∗</a>)∗ ? (<a>([h]rep + i)∗</a>)∗ ∅
R8 (<a>([h]rep + i)∗</a>)∗ ? (<a>(h + i)∗</a>)∗ ∅
R9 (<a>(h + i)∗</a>)∗ – –

C1

(
A′R1 → (<a>A′R3</a>)

∗

A′R3 → (h + i)∗
, {(A′R1, A

′
R3)}

) ?

(
A → (<a>A</a>)∗
A → (h + i)∗ , ∅

)
?

(
A′R1 → (<a>A′R3</a>)

∗

A′R3 → (h + i)∗
, ∅

) {hihi 3, <a><a>hi</a><a>hi</a></a> 3}

∅

C2

(
A → (<a>A</a>)∗
A → (h + i)∗ , ∅

)
– –

Figure 6.2: The generalization steps taken by our algorithm given seed input αXML and oracle
OXML. The initial language {αXML} is generalized to a regular expression in steps R1-R9. The
resulting regular expression is translated to a context-free grammar, which is further generalized in
steps C1-C2. The candidates at each step are shown in order of preference, with the most preferable
on top (ellipses indicate omitted candidates). Checks for each candidate are shown; a green check
mark 3 indicates that the check passes and a red cross 7 indicates that it fails. A star ? is shown
next to the selected candidate.

Candidates. The ith generalization step first constructs candidate languages L̃1, ..., L̃n, with the

goal of choosing L̂i+1 to be the candidate that increases recall the most without sacrificing precision.

To ensure candidates can only increase recall, we consider monotone candidates L̃ ⊇ L̂i. Further-

more, the candidates are ranked from most preferable (L̃1) to least preferable (L̃n). Figure 6.2

shows the candidates considered for our running example. They are listed in order of preference,

with the top candidate being the most preferred. In steps R1-R9, the candidates add a single repe-

tition or alternation to the current regular expression; in steps C1-C2, the candidates try to equate

nonterminals in the current context-free grammar.

Checks. To ensure high precision, we want to avoid overgeneralizing. Ideally, we want to select

a candidate that is precision-preserving, i.e., L̃ \ L̂i ⊆ L∗. In other words, all strings added to

the candidate L̃ (compared to the current language L̂i) are contained in the target language L∗.

However, we only have access to a membership oracle for L∗, so it is typically impossible to prove that

a given candidate L̃ is precision-preserving—we would have to check O(α) = 1 for every α ∈ L̃ \ L̂i,
but this set is often infinite.

Instead, we carefully choose a finite number of heuristic checks S ⊆ L̃ \ L̂i. Then, our algorithm

rejects L̃ if O(α) = 0 for any α ∈ S. Alternatively, if all checks pass (i.e., O(α) = 1), then L̃ is

potentially precision-preserving. Since the candidates are ranked in order of preference, we choose the

first potentially precision-preserving candidate. Figure 6.2 shows examples of checks our algorithm
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constructs.

6.3 Phase One: Regular Expression Synthesis

We describe the first phase of generalization steps, which generalize the seed input into a regular

expression.

6.3.1 Candidates

In phase one, the current language is represented by a regular expression annotated with extra

data: substrings of terminals α = σ1...σk may be enclosed in square brackets, i.e., [α]τ , where

τ ∈ {rep, alt}. These annotations indicate that the bracketed substring in the current regular

expression can be generalized by adding either a repetition (if τ = rep) or an alternation (if τ = alt).

The seed input αin is automatically annotated as [αin]rep. Then, each generalization step selects

a single bracketed substring [α]τ and generates candidates based on decompositions of α (i.e., an

expression of α as a sequence of substrings α = α1...αk):

• Repetitions: If generalizing P [α]repQ, for each decomposition α = α1α2α3 such that α2 6= ε,

generate

Pα1([α2]alt)
∗[α3]repQ.

• Alternations: If generalizing P [α]altQ, for each decomposition α = α1α2, where α1 6= ε and

α2 6= ε, generate

P ([α1]rep + [α2]alt)Q.

In both cases, the candidate PαQ is also generated. For example, in Figure 6.2, step R1 selects

[<a>hi</a>]rep and applies the repetition rule.

The candidates are monotonic:

Proposition 6.3.1 Each candidate constructed in phase one of our algorithm is monotone.

Proof: There are two cases:

• Repetitions: Every candidate has form (omitting bracketed substrings) R′ = Pα1α
∗
2α3Q,

where the current language is R = PαQ and α = α1α2α3. Since α ∈ L(α1α
∗
2α3), it is clear

that

L(R) = L(PαQ) ⊆ L(Pα1α
∗
2α3Q) = L(R′).
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• Alternations: Every candidate has form (omitting bracketed substrings) R′ = P (α1 +α2)Q,

where the current language is R = PαQ and α = α1α2. Note that an bracketed expression

[α]alt always occurs within a repetition, so the candidate has form

R′ = ...(...+ (α1 + α2) + ...)∗...

= ...(...+ (α1 + α2)∗ + ...)∗...,

so since α ∈ (α1 + α2)∗, we have

L(R) = L(PαQ) ⊆ L(P (α1 + α2)∗Q) = L(R′).

The result follows. �

We briefly describe the intuition behind these rules. In particular, we define a meta-grammar2

Cregex, which is a context-free grammar whose members R ∈ L(Cregex) are regular expressions. The

terminals of Cregex are Σregex = Σ ∪ {+, ∗}, where + denotes alternations and ∗ denotes repetitions.

The nonterminals are Vregex = {Trep, Talt}, where Trep corresponds to repetitions (and is also the

start symbol) and Talt corresponds to alternations. The productions are

Trep ::= β | T ∗alt | βT ∗alt | T ∗altTrep | βT ∗altTrep

Talt ::= Trep | Trep + Talt

where β ∈ Σ∗ − {ε} ranges over nonempty substrings of αin.

Consider the series of regular expressions R1 ⇒ ...⇒ Rn in phase one. For each regular expres-

sion, we can replace each bracketed substring [α]τ with the nonterminal Tτ . Doing so produces a

derivation in Cregex, for example, steps R1-R9 in Figure 6.2 correspond to the derivation:

[<a>hi</a>]rep Trep

⇒ ([<a>hi</a>]alt)
∗ ⇒ T ∗alt

⇒ ([<a>hi</a>]rep)∗ ⇒ T ∗rep

⇒ (<a>([hi]alt)
∗[</a>]rep)∗ ⇒ (<a>T ∗altTrep)∗

⇒ (<a>([hi]alt)
∗
</a>)∗ ⇒ (<a>T ∗alt</a>)∗

⇒ (<a>([h]rep + [i]alt)
∗
</a>)∗ ⇒ (<a>(Trep + Talt)

∗
</a>)∗

⇒ (<a>([h]rep + [i]rep)∗</a>)∗ ⇒ (<a>(Trep + Trep)∗</a>)∗

⇒ (<a>([h]rep + i)∗</a>)∗ ⇒ (<a>(Trep + i)∗</a>)∗

⇒ (<a>(h + i)∗</a>)∗ ⇒ (<a>(h + i)∗</a>)∗

In fact, this correspondence goes backwards as well:

2We use the term meta-grammar to distinguish Cregex from the context-free grammars we synthesize.
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Proposition 6.3.2 For any derivation Trep
∗

=⇒ R in Cregex (where R ∈ L(Cregex)), there exists

αin ∈ L(R) such that R can be derived from αin via a series of generalization steps

{αin} = R1 ⇒ ...⇒ Rn = R

Proof: Consider the derivation of a regular expression R ∈ L(Cregex):

Trep = η1 ⇒ ...⇒ ηn = R.

We prove that for each i, there is a series of generalization steps

Ri ⇒ Ri+1 ⇒ ...⇒ Rn = R

such that each Rj (for i ≤ j ≤ n) maps to ηj in the way defined in Section 6.3.1 (i.e., by replacing

[α]τ with Tτ ); we express this mapping as ηj = Rj . The result follows since for i = 1, we get

[α]rep = R1 ⇒ ...⇒ Rn = R, so we can take αin = α.

We prove by (backward) induction on the derivation. The base case i = n is trivial, since

ηn ∈ L(Cregex), so we can take Rn = ηn since Rn = Rn = ηn. Now, suppose that we have a series

of generalization steps Ri+1 ⇒ ...⇒ Rn = R that satisfies the claimed property. It suffices to show

that we can construct Ri such that Ri ⇒ Ri+1 is a generalization step and Ri = ηi. Consider the

following cases for the step ηi ⇒ ηi+1 in the derivation:

• Step µTrepν ⇒ µβT ∗altTrepν: Then, we must have

Ri+1 = Pα1[α2]alt[α3]repQ,

where P = µ, Q = ν, and α1 = β. Also, since Ri+1 is valid, we have α1, α2, α3 6= ε. Therefore,

we can take

Ri = P [α]repQ,

where α = α1α2α3 6= ε. The remaining productions for Trep are similar. In particular, the

assumption that β 6= ε in these derivations is needed to ensure that α 6= ε.

• Step µTaltν ⇒ µ(Trep + Talt)ν: Then, we must have

Ri+1 = P ([α1]rep + [α2]alt)Q,

where P = µ and Q = ν. Also, since Ri+1 is valid, we have α1, α2 6= ε. Therefore, we can take

Ri = P [α]altQ,
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where α = α1α2 6= ε. The remaining production for Talt is similar.

The result follows. �

Furthermore, L(Cregex) almost contains every regular expression:

Proposition 6.3.3 For any regular language L∗, there exist R1, ..., Rm ∈ L(Cregex) such that L∗ =

L(R1 + ...+Rm).

Proof: We slightly modify Cregex, by introducing a new nonterminal Tregex, taking Tregex to

be the start symbol, and adding productions

Tregex ::= ε̄ | Talt | ε̄+ Talt,

where ε̄ ∈ Σregex is a newly introduced terminal denoting the regular expression for the empty

language. This modification has two effects:

• Now, regular expressions R ∈ L(Cregex) can have top-level alternations.

• Furthermore, the top-level alternation can explicitly include the empty string ε̄ (e.g., R = ε̄+a).

As described in Section 6.3.1, the first modification can be addressed by using multiple inputs (see

Section 6.5.1), which allows our algorithm to learn top-level alternations. The second modification

can be addressed by including a seed input ε̄ ∈ Ein, in which case phase one of our algorithm

synthesizes ε̄ (since there is nothing for it to generalize).

Now, let the context-free grammar C̃regex be a standard grammar for regular expressions:

T ::= β | TT | T + T | T ∗. (6.1)

It suffices to show that for any R ∈ L(Cregex), there exists R′ ∈ L(C̃regex) such that L(R) = L(R′)

(which we express as R ≡ R′).
First, we prove the result for Cεregex, which is identical to Cregex except that we allow β = ε. Let

R ∈ L(C̃regex). Suppose that either R = S1 + S2, R = S1S2, or R = β. We claim that we can

express R as

R ≡ X1 + ...+Xn (6.2)

Xi = Yi,1...Yi,ki (1 ≤ i ≤ n)

where either Yi,j = β or Yi,j = W ∗i,j for each i and j. Consider two possibilities:



CHAPTER 6. SYNTHESIZING PROGRAM INPUT GRAMMARS 115

• Suppose R can be expressed in the form (6.2), but Yi,j = Z1 + Z2. Then

Xi = Yi,1...Yi,j ...Yi,ki

= Yi,1...(Z1 + Z2)...Yi,ki

≡ Yi,1...Z1...Yi,ki + Yi,1...Z2...Yi,ki

which is again in the form (6.2).

• Suppose R has the form (6.2), but Yi,j = Z1Z2. Then

Xi = Yi,1...Yi,j ...Yi,ki = Yi,1...Z1Z2...Yi,ki

which is again in the form (6.2).

Note that either R = S1 + S2 or R = S1S2, so R starts in the form (6.2). Therefore, we can

repeatedly apply the above two transformations until Yi,j = β or Yi,j = W ∗i,j for every i and j. This

process must terminate because the parse tree for R is finite, so the claim follows.

Now, we construct R′ ∈ L(Cεregex, Talt) such that R ≡ R′ by structural induction. First, suppose

that either R = S1 + S2, R = S1S2, or R = β. Then we can express R in the form (6.2). By

induction, Wi,j ≡W ′i,j for some W ′i,j ∈ L(Cεregex, Talt) for every i and j. By the definition of Trep, we

have Xi ∈ L(Cεregex, Trep), so by the definition of Talt, we have R ∈ L(Cεregex, Talt), so the inductive

step follows.

Alternatively, suppose R = S∗. If S = S∗1 , then R ≡ S∗1 , so without loss of generality assume

S = S1 + S2, S = S1S2, or S = β, so by the previous argument, we have S ∈ L(Cεregex, Talt). Since

Talt ::= Trep and Trep ::= T ∗alt, we have R ∈ L(Cεregex, Talt), so again the inductive step follows.

Finally, since T ::= Talt, we have R ∈ L(Cεregex).

Now, we modify the above proof to show that as long as ε 6∈ L(R), we have R ∈ L(Cregex, Talt).

As before, we proceed by structural induction. Suppose that either R = S1 + S2, R = S1S2, or

R = β, so we can express R in the form (6.2). First, consider the case Yi,j = β; if β = ε, we can

remove Yi,j from Xi unless ki = 1. However, if Yi,j = β = ε and ki = 1, whence Xi = ε so ε ∈ L(R),

a contradiction; hence, we can always drop Yi,j such that Yi,j = ε. For the remaining Yi,j = β, we

have Yi,j ∈ L(Cregex, Trep) by the definition of Cregex.

Second, consider the case Yi,j = Z∗i,j . Let Z ′i,j be a regular expression such that L(Z ′i,j) =

L(Zi,j)− {ε}, and note that

Yi,j = Z∗i,j ≡ (Z ′i,j)
∗.

By induction, we know that Zi,j ∈ L(Cregex, Talt), so Y ′i,j = (Z ′i,j)
∗ ∈ L(Cregex, Trep) by the definition

of Cregex.
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For each Xi, we remove every Yi,j = β = ε and replace every Yi,j = Z∗i,j with Y ′i,j = (Z ′i,j)
∗ to

produce X ′i ≡ Xi. By definition of Cregex, we have Xi ∈ L(Cregex, Trep), so R ∈ L(Cregex, Talt) as

claimed; now, the case R = S∗ follows by the same argument as before.

For any R such that ε ∈ L(R), we can write R = ε + S where ε 6∈ L(S) and apply the above

argument to S. Since T ::= ε+ Talt is a production in Cregex, we have shown that R ∈ L(Cregex) for

any regular expression R. �

This proposition says that phase one can synthesize almost any regular language L∗, assuming the

“right” sequence of generalization steps is taken. Our extension to multiple inputs in Section 6.5.1

extends this result to any regular language. However, the space of all regular expressions is too large

to search exhaustively. We sacrifice completeness for efficiency—our algorithm greedily chooses the

first candidate according to the candidate ordering described in Section 6.3.2.

The productions in Cregex are unambiguous, so each regular expression R ∈ L(Cregex) has a single

valid parse tree. This disambiguation allows our algorithm to avoid considering candidate regular

expressions multiple times.

6.3.2 Candidate Ordering

The candidate ordering is a heuristic designed to maximize the generality of the regular expression

synthesized at the end of phase one. We use the following ordering for candidates constructed by

phase one generalization steps:

• Repetitions: If generalizing P [α]repQ, among

Pα1([α2]alt)
∗[α3]repQ,

we first prioritize shorter α1, since α1 is not further generalized. Second, we prioritize longer

α2—for example, in step R3 of Figure 6.2, if we instead chose candidate <a>([h]alt)
∗[i</a>]rep,

then we would synthesize (<a>h∗i∗</a>)∗, which is less general than step R9.

• Alternations: If generalizing P [α]altQ, among

P ([α1]rep + [α2]alt)Q,

we prioritize shorter α1—for example, in step R5 of Figure 6.2, if we instead chose candidate

(<a>([hi]rep)∗</a>)∗, then step R6 would instead be (<a>([hi]rep)∗</a>)∗, which is less general

than the one we obtain.

In either case, the final candidate PαQ is ranked last. Note that candidate repetitions and candidate

alternations can be ordered independently—each generalization step considers only repetitions (if

the chosen bracketed string has form [α]rep) or only alternations (if it has form [α]alt).
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6.3.3 Check Construction

We describe how phase one of our algorithm constructs checks S ⊆ L̃ \ L̂i. Each check α ∈ S has

form α = γρδ, where ρ is a residual capturing the portion of L̃ that is generalized compared to

L̂i, and (γ, δ) is a context capturing the portion of L̃ which is in common with L̂i. More precisely,

suppose the current language is P [α]τQ, where [α]τ is chosen to be generalized, and the candidate

language is PRαQ, i.e., α is generalized to Rα. Then, a residual ρ ∈ L(Rα) \ {α} captures how

Rα is generalized compared to the substring α, and a context (γ, δ) captures the semantics of the

expressions (P,Q).

We may want to choose γ ∈ L(P ) and δ ∈ L(Q). However, P and Q may not be regular

expressions. For example, on step R5 in Figure 6.2, P = “(<a>”, α = “hi”, and Q = “</a>)∗”

(the expressions are quoted to emphasize the placement of parentheses). Instead, P and Q form a

regular expression when sequenced together, possibly with a string α′ in between, i.e., Pα′Q. We

want contexts (γ, δ) such that

γα′δ ∈ L(Pα′Q) (∀α′ ∈ Σ∗). (6.3)

Then, the constructed check α = γρδ satisfies

γρδ ∈ L(PρQ) ⊆ L(PRαQ),

where the first inclusion follows from (6.3) and the second inclusion follows since ρ ∈ L(Rα). We

discard α such that α ∈ L(L̂i) to obtain valid checks α ∈ L̃ \ L̂i.
Next, we explain the construction of residuals and contexts. Our algorithm generates residuals

as follows:

• Repetitions: For current language P [α]repQ and candidate Pα1([α2]alt)
∗[α3]repQ, generate

residuals α1α3 and α1α2α2α3.

• Alternations: For current language P [α]altQ and candidate P (α1 +α2)Q, generate residuals

α1 and α2.

Next, our algorithm associates a context (γ, δ) with each bracketed string [α]τ . The context

for the initial bracketed string [αin]rep is (ε, ε). After each generalization step, contexts for new

bracketed substrings are generated:

• Repetitions: For current language P [α]repQ, where [α]rep has context (γ, δ), and candi-

date Pα1([α2]alt)
∗[α3]repQ, the context generated for the new bracketed substring [α2]alt is

(γα1, α3δ), and for [α3]rep is (γα1α2, δ).

• Alternations: For current language P [α]altQ, where [α]alt has context (γ, δ), and candidate

P ([α1]rep + [α2]alt)Q, the context generated for the new bracketed substring [α1]rep is (γ, α2δ),
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and for [α2]alt is (γα1, δ).

For example, on step R3, the context for [<a>hi</a>]rep is (ε, ε). The residuals for candidate

(([<a>hi</a]alt)
∗[>]rep)∗ are <a>hi</a and <a>hi</a>>; since the context is empty, these residuals

are also the checks, and they are rejected by the oracle, so the candidate is rejected. On the other

hand, the residuals (and checks) for the chosen candidate (<a>([hi]alt)
∗[</a>]rep)∗ are <a></a> and

<a>hihi</a>, which are accepted by the oracle. For the new bracketed string [hi]alt, the algo-

rithm constructs the context (<a>, </a>), and for the new bracketed string [</a>]rep, the algorithm

constructs the context (<a>hi, ε).

Similarly, on step R5, the context for [hi]alt is (<a>, </a>). The residuals constructed for the

chosen candidate (<a>([h]rep + [i]alt)
∗</a>)∗ are h and i, so the constructed checks are <a>h</a>

and <a>i</a>. Our algorithm constructs the context (<a>, i</a>) for the new bracketed string [h]rep

and the context (<a>h, </a>) for the new bracketed string [i]alt.

We have the following result, which ensures that the constructed checks are valid (i.e., belong to

L̃ \ L̂i):

Proposition 6.3.4 The contexts constructed by phase one generalization steps satisfy (6.3).

Proof: We prove by induction. The initial context (ε, ε) for [αin]rep clearly satisfies (6.3).

Next, assume that the context (γ, δ) for the current language satisfies (6.3). There are two cases:

• Repetitions: Suppose that the current language is R = P [α]repQ and the candidate is R′ =

Pα1([α2]alt)
∗[α3]alt. Then, the context constructed for [α2]alt is (γ′, δ′) = (γα1, α3δ). Also, let

P ′ = “Pα1(” and Q′ = “)∗α3Q”, so R′ = P ′α2Q
′. Then, for any α′ ∈ Σ∗, we have

γ′α′δ′ = γα1α
′α3δ ∈ L(Pα1α

′α3Q)

⊆ L(Pα1(α′)∗α3Q)

= L(P ′α′Q′),

where the first inclusion follows by applying (6.3) to the context (γ, δ) with α1α
′α3 ∈ Σ∗.

Therefore, the context (γ′, δ′) satisfies (6.3). Similarly, the context constructed for [α3]rep is

(γ′, δ′) = (γα1α2, δ). Also, let P ′ = Pα1α
∗
2 and Q′ = Q, so R′ = P ′α3Q

′. Then, for any

α′ ∈ Σ∗, we have

γ′α′δ′ = γα1α2α
′ ∈ L(Pα1α2α

′Q)

⊆ L(Pα1α
∗
2α
′Q)

= L(P ′α′Q′),

where the first inclusion follows by applying (6.3) to the context (γ, δ) with α1α2α
′ ∈ Σ∗.

Therefore, the context (γ′, δ′) satisfies (6.3).
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Step Chosen Generalization Productions Language L(Ĉ, Ai)
R1 [<a>hi</a>]R1

rep ⇒ ([<a>hi</a>]R2
alt)
∗ {AR1 → A′R1, A′R1 → ε + A′R1AR2} (<a>(h + i)∗</a>)∗

R2 [<a>hi</a>]R2
alt ⇒ [<a>hi</a>]R3

rep {AR2 → AR3} <a>(h + i)∗</a>
R3 [<a>hi</a>]R3

rep ⇒ <a>([hi]R5
alt)
∗[</a>]R4

rep {AR3 → <a>A′R3AR4, A′R3 → ε + A′R3AR5} <a>(h + i)∗</a>
R4 [</a>]R4

rep ⇒ </a> {AR4 → </a>} <a>

R5 [hi]R5
alt ⇒ [h]R8

rep + [i]R6
alt {AR5 → AR8 + AR6} h + i

R6 [i]R6
alt ⇒ [i]R7

rep {AR6 → AR7} i

R7 [i]R7
rep ⇒ i {AR7 → i} i

R8 [h]R8
alt ⇒ h {AR8 → h} h

R9 – – –

Figure 6.3: The productions added to ĈXML corresponding to each generalization step are shown.
The derivation shows the bracketed subexpression [α]iτ (annotated with the step number i) selected
to be generalized at step i, as well as the subexpression to which [α]iτ is generalized. The language
L(Ĉ, Ai) (i.e., strings derivable from Ai) equals the subexpression in R̂ that eventually replaces [α]iτ .
As before, steps that select a candidate that strictly generalizes the language are bolded (in the first
column).

• Alterations: Suppose that the current language is R = P [α]altQ and the candidate is R′ =

P ([α1rep + [α2]alt)Q. Then, the context constructed for [α1]rep is (γ′, δ′) = (γ, α2δ). Also, let

P ′ = “P (” and Q′ = “+α2)Q”, so R′ = P ′α2Q
′. Then, for any α′ ∈ Σ∗, we have

γ′α′δ′ = γα′α2δ ∈ L(Pα′α2Q)

= L(P (α′ + α2)∗Q)

= L(P (α′ + α2)Q)

= L(P ′α′Q′),

where the inclusion follows by applying (6.3) to the context (γ, δ) with α′α2 ∈ Σ∗, and the

equality on the third line follows as in the proof of Proposition 6.3.1.

The claim follows. �

6.3.4 Computational Complexity

Let n be the length of the seed input αin. In phase one, our algorithm considers at most O(n2)

repetition candidates (since each of the n2 substrings of αin is considered at most once), and O(n3)

alternation candidates (since at most O(n) alternation candidates are considered per discovered

repetition). Examining each candidate takes constant time (assuming each query to O takes constant

time), so the complexity of phase one is O(n3). In our evaluation, we show that our algorithm is

quite scalable.

6.4 Phase Two: Recursive Properties

The second phase of generalization steps learn recursive properties of program input languages that

cannot be represented using regular expressions. Consider the regular expression (<a>(h+i)∗</a>)∗
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obtained at the end of phase one in Figure 6.2, which can be written as R̂XML = (<a>Rhi</a>)∗,

where Rhi = (h+ i)∗. Since every regular language is also context-free, we can begin by translating

R̂XML to the context-free grammar

{AXML → (<a>Ahi</a>)∗, Ahi → (h + i)∗}.

Then, we can equate the nonterminals AXML and Ahi to obtain the context-free grammar ĈXML:

{A→ (<a>A</a>)∗, A→ (h + i)∗},

which does not overgeneralize, since L(ĈXML) ⊆ L(CXML). Furthermore, L(ĈXML) is not regular,

as it contains the language of matching tags <a> and </a>.

In general, phase two of algorithm first translates the synthesized regular expression R̂ into a

context-free grammar Ĉ. Then, each generalization step considers equating a pair (A,B) of nonter-

minals in Ĉ, where A and B correspond to repetition subexpressions of R̂, which are subexpressions

R of R̂ of the form R = R∗1. The restriction to equating repetition subexpressions is empirically

motivated—in practice, recursive constructs can typically also be repeated, e.g., in matching paren-

theses grammars, so constraining the search space reduces the potential for imprecision without

sacrificing recall. In our example, AXML corresponds to repetition subexpression R̂XML, and Ahi

corresponds to repetition subexpression Rhi, so our algorithm considers equating AXML and Ahi.

In the remainder of this section, we first describe how we translate regular expressions to context-

free grammars, and then describe phase two candidates and checks.

6.4.1 Translating R̂ to a Context-Free Grammar

Our algorithm translates the regular expression R̂ to a context-free grammar Ĉ = (V,Σ, P, T )

such that L(R̂) = L(Ĉ) and subexpressions in R̂ correspond to nonterminals in Ĉ. Intuitively, the

translation follows the derivation of R̂ in the meta-grammar Cregex (described in Section 6.3.1). First,

the terminals in Ĉ are the program input alphabet Σ. Next, the nonterminals V of Ĉ correspond

to generalization steps, additionally including an auxiliary nonterminal for steps that generalize

repetition nodes:

V = {Ai | step i} ∪ {A′i | step i generalizes P [α]repQ}.

The start symbol is A1. Finally, the productions are generated according to the following rules:

• Repetition: If step i generalizes current language P [α]repQ to Pα1([α2]alt)
∗[α3]repQ, we

generate productions

Ai → α1A
′
iAk, A′i → ε+A′iAj ,
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where j is the step that generalizes [α2]alt and k is the step that generalizes [α3]rep. Intuitively,

these productions are equivalent to the “production” Ai → α1A
∗
jAk.

• Alternation: If step i generalizes P [α]altQ to P ([α1]rep + [α2]alt)Q, we include production

Ai → Aj + Ak, where j is the step that generalizes [α1]rep and k is the step that generalizes

[α2]alt.

For example, Figure 6.3 shows the result of the translation algorithm applied to the generalization

steps in the first phase of Figure 6.2 to produce a context-free grammar ĈXML equivalent to R̂XML.

Here, steps R1 and R3 handle the semantics of repetitions, step R5 handles the semantics of the

alternation, steps R2 and R6 only affect brackets so they are identities, and steps R4, R7, and R8 are

constant expressions. Furthermore, L(Ĉ, Ai) is the language of strings matched by the subexpression

that eventually replaces the bracketed substring [α]τ generalized on step i; this language is shown

in the last column of Figure 6.3.

The auxiliary nonterminals A′i correspond to repetition subexpressions in R̂—if step i generalizes

[α]rep to α1([α2]alt)
∗[α3]rep, then L(Ĉ, A′i) = L(R∗), where R is the subexpression to which [α2]alt is

eventually generalized. In our example, A′R1 corresponds to R̂XML = (<a>(h + i)∗</a>)∗, and A′R3

corresponds to Rhi = (h + i)∗.

For conciseness, we redefine ĈXML to be the equivalent context-free grammar with start symbol

A′R1 and productions

A′R1 → (<a>A′R3</a>)∗, A′R3 → (h + i)∗

where the Kleene star implicitly expands to the productions described in the repetition case.

6.4.2 Candidates and Ordering

The candidates considered in phase two of our algorithm are merges, which are (unordered) pairs of

nonterminals (A′i, A
′
j) in Ĉ, where i and j are generalization steps of phase one. Recall that these

nonterminals correspond to repetition subexpressions in R̂. In particular, associated to Ĉ is the

set M of all such pairs of nonterminals. In Figure 6.2, the regular expression R̂XML on step R9 is

translated into the context-free grammar ĈXML on step C1, with its corresponding set of merges

MXML containing just (A′R1, A
′
R3).

Each phase two generalization step selects a pair (A′i, A
′
j) ∈M and considers two candidates (in

order of preference):

• The first candidate C̃ equates A′i and A′j by introducing a fresh nonterminal A and replacing

all occurrences of A′i and A′j in Ĉ with A.

• The second candidate equals the current language Ĉ.
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In either case, the selected pair is removed from M . The candidates are monotone since equating

two nonterminals can only enlarge the generated language.

For example, in step C1 of Figure 6.2, the candidate (A′R1, A
′
R3) is removed from MXML; the first

candidate is constructed by equating A′R1 and A′R3 in ĈXML to obtain

C̃XML = {A→ (<a>A</a>)∗, A→ (h + i)∗},

where L(C̃XML) is not regular. The chosen candidate is Ĉ ′XML = C̃XML, since the checks (described

in Section 6.4.3) pass. On step C2, M is empty, so our algorithm returns Ĉ ′XML. In particular,

Ĉ ′XML equals L(CXML), except the characters a+ ...+ z are restricted to h+ i. In Section 6.5.2, we

describe an extension that generalizes characters in Ĉ ′XML.

Finally, we formalize the intuition that equating (A′i, A
′
j) ∈M corresponds to merging repetition

subexpressions, which says that equating (A′i, A
′
j) ∈M merges R and R′ in R̂:

Proposition 6.4.1 Let regular expression R̂ translate to context-free grammar Ĉ. Suppose that

nonterminal Ai in Ĉ corresponds to repetition subexpression R, so R̂ = PRQ, and Aj to R′, so

R̂ = P ′R′Q′. Let C̃ be obtained by equating Ai and Aj in Ĉ. Then, L(PR′Q) ⊆ L(C̃) (and

symmetrically, L(P ′RQ′) ⊆ L(C̃)).

Proof: (sketch) We show that if we merge two nonterminals (A′i, A
′
j) ∈M by equating them

in the context-free grammar Ĉ (translated from R̂) to obtain C̃, then the repetition subexpressions

R in R̂ = PRQ (corresponding to A′i) and R′ in R̂ = P ′R′Q′ (corresponding to A′j) are merged;

i.e., L(PR′Q) ⊆ L(C̃) and L(P ′RQ′) ⊆ L(C̃). While we prove the result for the translation Ĉ of

R̂, note that (i) subsequent merges can only enlarge the generated language, and (ii) the order in

which merges are performed does not affect the final context-free grammar, so the result holds for

any step of phase two of our algorithm.

Note that equating two nonterminals (A′i, A
′
j) ∈ M in Ĉ is equivalent to adding productions

A′i → A′j and A′j → A′i to Ĉ. Therefore, Proposition 6.4.1 shows that both L(PR′Q) ⊆ L(C̃) and

L(P ′RQ′) ⊆ L(C̃). It suffices to show that adding A′i → A′j to Ĉ results in the context-free grammar

C̃ satisfying L(PR′Q) ⊆ L(C̃) (intuitively, this is a one-sided merge that only merges R̂′ into R̂, not

vice versa).

We use the fact that our algorithm for translating a regular expression to a context-free grammars

works more generally for any regular expression R ∈ L(Cregex) derived from Trep in according to the

meta-grammar Cregex. In particular, if we consider the series of generalization steps

αin = R1 ⇒ ...⇒ Rn = R̂,
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we get a corresponding derivation

T (1)
rep = η1 ⇒ ...⇒ ηn = R̂

in Cregex as described in Section 6.3.1. Similarly to the labels on bracketed strings in the series

of generalization steps, we label each nonterminal in the derivation with the index at which it is

expanded. For example, for the derivation corresponding to the the series of generalization steps in

Figure 6.3 is

T (1)
rep

⇒ (T
(2)
alt )∗

⇒ (T (3)
rep)∗

⇒ (<a>(T
(5)
alt )∗T (4)

rep)∗

⇒ (<a>(T
(5)
alt )∗</a>)∗

⇒ (<a>(T (8)
rep + T

(6)
alt )∗</a>)∗

⇒ (<a>(T (8)
rep + T (7)

rep)∗</a>)∗

⇒ (<a>(T (8)
rep + i)∗</a>)∗

⇒ (<a>(h + i)∗</a>)∗

Now, each nonterminal Ai is associated to step i in the derivation, and we add productions for

Ai depending on step i in the derivation (and auxiliary nonterminals A′i if step i in the derivation

expands nonterminal Trep in the meta-grammar):

• Step µT
(i)
repν ⇒ µβ(T

(j)
alt )∗T

(k)
repν: We add productions Ai → βA′iAk and A′i → ε | A′iAj .

• Step µT
(i)
alt ν ⇒ µ(T

(j)
rep + T

(k)
alt )ν: We add production Ai → Aj | Ak.

Now, consider step i in the derivation, where productions for Ai and A′i were added to Ĉ. Then,

step i of the derivation has form

µT (i)
repν ⇒ µβ(T

(j)
alt )∗T (k)

repν.

We can assume without loss of generality that we expand T
(i)
rep last; i.e., µ = µ = P and ν = ν = Q
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do not contain any nonterminals. Therefore, the derivation has form

(η1 = T (1)
rep)⇒ ...

⇒ (ηi = PT (i)
repQ)

⇒ (ηi+1 = Pβ(T
(j)
alt )∗T (k)

repQ)

⇒ ...

⇒ (ηn = PRQ).

Now, note that the following derivation is also in Cregex:

(η1 = T (1)
rep)⇒ ...

⇒ (ηi = PT (i)
repQ)

⇒ (η′i+1 = Pβ′(T
(j′)
alt )∗T (k′)

rep Q)

⇒ ...

⇒ η′n′ = PR′Q

since R′ can be derived from Trep. Note that R̂′ = PR′Q is exactly the regular expression produced

by this derivation. Then, let Ĉ ′ be the context-free grammar obtained by applying our translation

algorithm to R̂′ using this derivation.

Note that Ĉ ′ has the same productions as Ĉ, except the productions for Ai in Ĉ (i.e., all

productions added on step i of the derivation and after) have been replaced with productions Ai

in Ĉ ′ such that L(Ĉ ′, Ai) = L(R′). Since L(R′) ⊆ L(C̃, Ai), and the nonterminals involved in the

productions for Ai do not occur in C̃, it is clear that adding the productions for Ai in Ĉ ′ to C̃ does

not modify L(C̃). By construction, the other productions in Ĉ ′ are in Ĉ, so they are also in C̃.

Therefore, L(Ĉ ′) ⊆ L(C̃). The result follows, since L(Ĉ ′) = L(R̂′) = L(PR′Q). �

6.4.3 Check Construction

Consider the candidate C̃ obtained by merging (A′i, A
′
j) ∈ M in the current language Ĉ, where A′i

corresponds to repetition subexpression R and A′j to R′. Suppose that step i generalizes P [α]repQ

to α1([α2]alt)
∗[α3]rep, and step j generalizes [α′]rep to α′1([α′2]alt)

∗[α′3]rep. Note that ([α2]alt)
∗ is

eventually generalized to the repetition subexpression R in R̂, and ([α′2]alt)
∗ is eventually generalized

to R′ in R̂.

Our algorithm constructs the check γρ′δ, where ρ′ = α′α′ ∈ L(R′) is a residual for R′, and (γ, δ)

is the context for ([α2]alt)
∗. This check satisfies

γρ′δ ∈ L(PR′Q) ⊆ L(C̃),
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where the first inclusion follows by the property (6.3) for contexts described in Section 6.3.3, and

the second inclusion follows from Proposition 6.4.1. A similar argument to Proposition 6.3.4 shows

that this context satisfies property (6.3).

The check γρ′δ tries to ensure that R′ can be substituted for R without overgeneralizing, i.e.,

L(PR′Q) ⊆ L∗. Our algorithm similarly generates a second check trying to ensure that R can be

substituted for R′, i.e., L(P ′RQ) ⊆ L∗.
For example, in Figure 6.2, the context for the repetition subexpression R̂XML = (<a>(h +

i)∗</a>)∗ is (ε, ε), and the residual for Rhi is hihi, so the constructed check is hihi. Similarly, the

context for Rhi is (<a>, </a>) and the residual for R̂XML is <a>hi</a><a>hi</a>, so the constructed

check is <a><a>hi</a><a>hi</a></a>.

6.4.4 Learning Matching Parentheses Grammars

To demonstrate the expressive power of merges, we show that they can represent the following class

of generalized matching parentheses grammars:

Definition 6.4.2 A generalized matching parentheses grammar is a context-free grammar C =

(V,Σ, P, S1), with

V = {S1, ..., Sn, R1, ..., Rn, R
′
1, ..., R

′
n}

and productions

Si → (Ri(Si1 + ...+ Siki )
∗R′i)

∗,

where for 1 ≤ i ≤ n, Ri, R
′
i are regular expressions over Σ.

In other words, Ri and R′i are pairs of matching parentheses, except that they are allowed to

be regular expressions, e.g., XML tags. They may also match the empty string ε, e.g., to permit

unmatched open parentheses. Then, the valid matched parentheses strings matched by the grammars

Si1 , ..., Siki can occur between Ri and R′i. In particular, the XML-like grammar shown in Figure 6.1

is a generalized matching parentheses grammar, where the “parentheses” are <a> and </a>. We

have the following result, which says that phase two of our algorithm at least allows us to learn the

common class of generalized matching parentheses grammars:

Proposition 6.4.3 For any generalized matching parentheses grammar C, there exists a regular

expression R and merges M over R such that letting C ′ be the grammar obtained by transforming

R into a context-free grammar and performing the merges in M , we have L(C) = L(C ′).
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Proof: (sketch) Let C be a generalized matching parentheses grammar. Suppose that non-

terminal Si (1 ≤ i ≤ n) corresponds to production

Si → Ri(Si1 + ...+ Siki )
∗R′i.

First, we need to identify a context such that Si can occur in a derivation in C; in particular, we

want to construct a derivation of the form

S0 = Si,1 ⇒ Ri,1Si,2R
′
i,1

⇒ Ri,1Ri,2Si,3R
′
i,2R

′
i,1

⇒ ...

⇒ Ri,1...Ri,hiSiR
′
i,hi ...R

′
i,1.

To do so, we construct a directed graph G with vertices {S1, ..., Sn} and edges Si → Sj whenever

the production for Si has form

Si → Ri(...+ Sj + ...)∗R′i.

In other words, an edge indicates that Sj is contained in a derivation of Si. Then, we can constructed

the desired derivation using a spanning tree rooted at S1, in particular, by examining the path

S1 = Si,1 → ...→ Shi → Si

from S1 to Si in this spanning tree. Note that if no path exists, then Si cannot occur in any

derivation of S1.

Now, for each pair of regular expressions Ri and R′i (1 ≤ i ≤ n), let αi ∈ L(RiR
′
i) ⊆ L(C, Si).

Then, let

Xi = Ri,1...Ri,hiYiR
′
i,hi ...R

′
i,1

Yi = (Ri(α
∗
i1 + ...+ α∗iki

)R′i)
∗.

Intuitively, Xi is constructed according to the derivation of S1 containing Si, and Yi is constructed

using the production for Si. In paricular, by construction, L(Xi) ⊆ L(C).

Consider the following regular expression:

X = X1 + ...+Xn

M = {(Yi, α∗jk) | i = jk}.
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We claim that translating X and M into a context-free grammar yields a grammar C ′ such

that L(C) = L(C ′). First, we show that each production in C is also in C ′, which implies that

L(C) ⊆ L(C ′). In particular, note that the translation algorithm introduces exactly one nonterminal

for each Yi, since two repetition nodes Yi and Yj are never merged together, and every other repetition

node in X is merged with a Yi node. Let S′i be the nonterminal introduced for Yi; since each αij is

merged with Yij , the production added to C ′ is

S′i → (Ri(S
′
i1 + ...+ S′iki

)∗R′i)
∗,

which is equivalent to the production for Si in C.

Next, we show that L(X) ⊆ L(C). First, note that by construction, L(Xi) ⊆ L(C) for each

1 ≤ i ≤ n, so L(X) ⊆ L(C). Second, applying each merge in M does not affect this invariant, since

Yi and α∗jk can both be replaced with Si = Sjk . Therefore, L(C) = L(C ′). �

6.4.5 Computational Complexity

The complexity of phase two is O(n4), where n is the length of the seed input αin, since each pair

of repetition subexpressions is a merge candidate, and as shown in Section 6.3.4, there are at most

O(n2) repetition candidates. Therefore, the overall complexity is O(n4).

6.5 Extensions

In this section, we discuss two extensions to our algorithm.

6.5.1 Multiple Seed Inputs

Given multiple seed inputs Ein = {α1, ..., αn}, our algorithm first applies phase one separately to each

αi to synthesize a corresponding regular expression R̂i. Then, it combines these into a single regular

expression R̂ = R̂1 + ... + R̂n and applies phase two to R̂. Repetition subexpressions in different

components R̂i of R̂ may be merged. A useful optimization is to construct R̂ incrementally—if we

have αi ∈ L(R̂1 + ...+ R̂i−1), then αi can be skipped.

6.5.2 Character Generalization

After phase one, we include a character generalization phase that generalizes terminals in the syn-

thesized regular expression R̂. At each generalization step, the algorithm selects a terminal string

α = σ1...σk in R̂, i.e., R̂ = PαQ, and a terminal σi in α, and a different terminal σ ∈ Σ such that

σ 6= σi, and considers two candidates. First, R̃ = Pσ1...σi−1(σ + σi)σi+1...σkQ replaces σi with
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(σi + σ). Second, the current language R̂. Each such generalization is considered exactly once in

this phase.

For the first candidate, we construct residual ρ = σ. Every terminal string α in R̂ was added

by generalizing [α′rep] to α1([α2]alt)
∗[α3]rep, where α = α1. Supposing that the context for [α′rep] is

(γ, δ), we construct context (γσ1...σi−1, σi+1...σkα3δ). The generated checks are γρδ.

For example, in the regular expression R̂XML output by phase one in Figure 6.2, our algorithm

considers generalizing each terminal in <a>, h, i, and </a> to every (different) terminal σ ∈ Σ.

Generalizing < to a is ruled out by the check aa>hi</a>. Alternatively, h is generalized to a since

the generated checks <a>ai</a> and <a>a</a> pass. Eventually, R̂XML generalizes to

R̂′XML = (<a>((a + ...+ z) + (a + ...+ z))∗</a>)∗,

which phase two generalizes to the grammar Ĉ ′XML:{
A→ (<a>A</a>)∗,

A→ ((a + ...+ z) + (a + ...+ z))∗

}
.

In particular, L(Ĉ ′XML) = L(CXML).

6.6 Discussion

Phases of Glade. We have described Glade as proceeding in three phases, but the distinction is

primarily for purposes of clarity. More precisely, the character generalization phase can equivalently

be performed at any time. Phase two (the merging phase) depends on phase one to identify candidate

repetition subexpressions to merge, but these phases could be interleaved if desired.

Limitations. The greedy search strategy is necessary for Glade to efficiently search the space of

languages. However, the cost of greediness is that suboptimal grammars may be synthesized (i.e.,

only generating a subset of the target language), even if all selected candidates are precise. For

example, consider extending the XML grammar shown in Figure 6.1 with the production

AXML → <a/>.

Given the seed input

αin = <a><a/></a>,
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Figure 6.4: We show (a) the F1 score, and (b) the running time of L-Star (white), RPNI (light grey),
Glade omitting phase two (dark grey), and Glade (black) for each of the four test grammars C.
The algorithms are trained on 50 random samples from the target language L∗ = L(C). In (c), for
the XML grammar, we show how the precision (solid line), recall (dashed line), and running time
(dotted line) of Glade vary with the number of seed inputs |Ein| (between 0 and 50). The y-axis
for precision and recall is on the left-hand side, whereas the y-axis for the running time (in seconds)
is on the right-hand side.

phase one of Glade synthesizes the regular expression

(<a(><a/)∗></a>)∗,

which is a valid subset of LXML. However, in phase two of Glade, the two repetition nodes

(><a/)∗ and (<a(><a/)∗></a>)∗

cannot be merged, since the check ><a/ is invalid. Ideally, Glade would instead synthesize the

regular expression

(<a>(<a/>)∗</a>)∗,

in phase one, in which case the two repetition nodes

(<a/>)∗ and (<a>(<a/>)∗</a>)∗

are successfully merged in phase two. Glade fails to do so because of the greedy nature of phase

one. If Glade is instead provided with the seed inputs

{<a/>, <a>hi</a>},

then it would successfully recover the target language.

Intuitively, the greedy strategy employed by Glade works best when the target language has

fewer nondeterministic constructs (as is the case with many program input languages in practice, e.g.,

to ensure efficient parsing). Such grammars are less likely to have multiple incompatible candidates
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at each generalization step, ensuring that Glade rarely makes suboptimal choices.

6.7 Evaluation

We implement our grammar synthesis algorithm in a tool called Glade, which synthesizes a context-

free grammar Ĉ given an oracle O and seed inputs Ein ⊆ L∗. In our first experiment, we compare

Glade to widely studied language inference algorithms, and in our second experiment, we evaluate

the ability of Glade to learn useful approximations of real program input grammars for a fuzzing

client. We note that the only grammar used to guide the design our algorithm is the XML grammar,

and no other grammar was used for this purpose. Glade is implemented in Java, and all experiments

are run on a 2.5 GHz Intel Core i7 CPU.

6.7.1 Sampling Context-Free Grammars

We describe how we randomly sample a string α from a context-free grammar C. The ability

to sample implicitly defines a probability distribution PL(C) over L(C), which we use to measure

precision and recall as in Definition 6.1.1. We also use random samples in our grammar-based fuzzer

in Section 6.7.3. To describe our approach, we more generally describe how to sample α ∼ PL(C,A)

(which is the language of strings that can be derived from nonterminal A using productions in C). To

do so, we convert the context-free grammar C = (V,Σ, P, S) to a probabilistic context-free grammar.

For each nonterminal A ∈ V , we construct a discrete distribution DA of size |PA| (where PA ⊆ P is

the set of productions in C for A). Then, we randomly sample α ∼ PL(C,A) as follows:

• Randomly sample production (A→ A1...Ak) ∼ DA.

• If Ai is a nonterminal, recursively sample αi ∼ PL(C,Ai); otherwise, if Ai is a terminal, let

αi = Ai.

• Return α = α1...αk.

For simplicity, we choose DA to be uniform.

6.7.2 Comparison to Language Inference

In our first experiment, we show that Glade can synthesize simple input grammars with much better

precision and recall compared to two widely studied language inference algorithms, L-Star [12] and

RPNI [110], both implemented using libalf [24]. We also compare to a variant of Glade with phase

two omitted, which restricts Glade to learning regular languages, which shows that the benefit of

Glade is not just its ability to synthesize non-regular properties.
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Grammar Target Language L∗ Synthesized Grammar L̂

URL A → http(ε + s)://(ε + www.)[...]∗.[...]∗
A → http://B∗.C∗ + https://B∗.C∗

+http://www.B∗.C∗ + https://www.B∗.C∗
B → [...]∗
C → [...]∗

Grep A → ([...] + \(A\))∗ A → ([...]∗ + ((\((A∗)∗\)∗))∗)∗

Lisp A → ([...][...]∗( ∗([...][...]∗ + A))∗) A → (([...]∗[...](( ∗ A)∗ ∗ )∗)∗[...]∗[...])

XML A → <a( ∗[...][...]∗="[...]∗")∗>(A + [...])∗</a>
A → <a( ∗ [...]∗[...]="[...]∗")∗B∗>[...]∗</a>
B → >[...]∗<a( ∗ [...]∗[...]="[...]∗")∗B∗>[...]∗</a

+>[...]∗<a>[...]∗</a

Figure 6.5: Examples of context-free grammars that are synthesized by Glade for the given target
languages. The symbol denotes a space. For clarity, character ranges with large numbers of
characters are denoted by [...].

Grammars. We manually wrote four grammars encoding valid inputs for various programs:

• A regular expression for matching URLs [138].

• A grammar for the regular expression accepted as input by GNU Grep [60]

• A grammar for a simple Lisp parser [109], including support for quoted strings and comments.

• A grammar for XML parsers [150], including all XML constructs (attributes, comments,

CDATA sections, etc.), except that only a fixed number of tags are included (to ensure that

the grammar is context-free).

Methods. For each grammar C, we sampled 50 seed inputs Ein ⊆ L∗ = L(C) using the technique

in Section 6.7.1, and implemented an oracle O for L∗. Then, we use each algorithm to learn L∗

from Ein and O. Since the algorithms sometimes cannot scale to all 50 inputs, we incrementally give

the seed inputs to the algorithms until they time out (after 300 seconds), and use the last language

successfully learned without timing out.

L-Star. Angluin’s L-Star algorithm learns a regular language R̂ approximating the target lan-

guage L∗. It takes as input a membership oracle and an equivalence oracle OE ; given a candidate

regular language R̂, OE accepts R̂ if L(R̂) = L∗, and returns a counterexample otherwise. In our

experiments, there is no way to check equivalence with the target language (i.e., the program input

language). Instead, we use the variant in [12] where the equivalence oracle OE is implemented by

randomly sampling strings to search for counter-examples; we accept R̂ if none are found after 50

samples.

RPNI. RPNI learns a regular language R̂ given both positive examples Ein and negative examples

E−in. As negative examples, we sample 50 random strings not in L∗.

Results. We estimate the precision of Ĉ by
|Eprec∩L∗|
|Eprec| , where Eprec consists of 1000 random samples

from L(Ĉ), and estimate the recall of Ĉ by |Erec∩L(Ĉ)|
|Erec| , where Erec consists of 1000 random samples

from L∗, and report the F1-score 2·precision·recall
precision+recall . The F1 score is a standard metric combining
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precision and recall—achieving high F1 score requires both high precision and high recall. We also

report the running time of each algorithm, which is timed out at 300 seconds. We average all results

over five runs. Figure 6.4 shows (a) the F1-score and (b) the running time of each algorithm; (c)

shows how the precision, recall, and running time of Glade vary with the number of samples in

Ein.

Performance of Glade. With just the 50 given training examples, Glade was able to learn

each grammar with an F1-score of nearly 1.0, meaning that both precision and recall were nearly

100%. These results strongly suggest that Glade learns most of the true structure of L∗. Finally,

as can be seen from Figure 6.4 (c), Glade performs well even with few samples, and its running

time likewise scales well with the number of samples. The performance of Glade with phase two

omitted (i.e., P1 in Figure 6.4) continues to substantially outperform L-Star and RPNI.

Phases of Glade. As can be seen in Figure 6.4 (a), Glade consistently performs 5-10% better

than P1—i.e., the majority of the improvement of Glade over existing algorithms is due to the

active learning strategy, and the remainder is due to the ability to induce context-free grammars.

Furthermore, a consequence of our optimization when using multiple inputs (see Section 6.5.1),

Glade is actually faster than P1—because Glade generalizes better than P1, it uses fewer samples

in Ein, thereby reducing the running time. We performed the same experiment using Glade with

the character generalization phase removed (but including both phases one and two). This variant

of Glade consistently performed similar but slightly worse than P1 both in terms of F1-score and

running time, so we omit results.

Comparison to L-Star and RPNI. L-Star performs well for the Grep grammar, but essentially

fails to learn the other grammars, achieving either very small precision or very small recall. RPNI

performs even worse, failing to learn any of the languages. L-Star guarantees exact learning only

when a true equivalence oracle is available. Similarly, RPNI has an “in the limit” learning guarantee,

i.e., for any enumeration of all strings α1, α2, ... ∈ Σ∗, it eventually learns the correct language. Both

of these learning guarantees require following examples:

• Positive: Exercise all transitions in the minimal DFA.

• Negative: Reject all incorrect generalizations.

These examples are assumed to be provided either by the equivalence oracle (for L-Star) or in the

given examples Ein and E−in (for RPNI).

However, in our setting, the equivalence oracle is unavailable to the L-Star algorithm and must be

approximated using random sampling, so its theoretical guarantees may not hold. Indeed, random

sampling rarely provides the needed examples—for example, in most runs of L-Star, at most two
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Program Lines of Code Lines in Ein Time (min.)

sed 2K 3 0.25
flex 6K 15 1.83
grep 12K 4 0.17
bison 13K 14 4.91
xml 123K 7 2.30
ruby 120K 80 229.00

python 128K 267 269.00
javascript 156K 118 113.00

Figure 6.6: For each program, we show lines of program code, the lines of seed inputs Ein, and
running time of Glade.

calls to the equivalence oracle found counterexamples. Similarly, for RPNI, the given examples are

typically incomplete, so its theoretical guarantees likewise may not hold.

Furthermore, because these algorithms are designed to learn when the guarantees hold, they

do not provide any mechanisms for recovering from failure of the assumptions, and instead fail

dramatically. For example, if a terminal appears in L∗ but not in any seed input in Ein, then

the language learned by RPNI does not contain any strings with this terminal. In contrast, Glade

incorporates generalization steps that enable it to generalize beyond behaviors in the given examples,

and its carefully selected checks often provide the counterexamples needed to avoid overgeneralizing.

Additionally, while polynomial, the running times of L-Star and RPNI are very long. The long

running time of L-Star is not because L∗ is non-regular, instead, we observe that L-Star algorithm

issues a large number of membership queries on each of its iterations. In our setting, L-Star often

could not even learn a four state automaton.

Examples. Figure 6.5 shows examples of grammars synthesized by Glade for the target language

shown and a small set of representative seed inputs. The target languages are substantially simplified

fragments of the grammars used in this experiment (to ensure clarity); the synthesized grammars

are correspondingly simplified.

The structure of a synthesized grammar sometimes differs from the structure of the grammar

defining the target language, even if they generate the same language. Such discrepancies occur

because Glade obtains no information about the internal representation of the target language.

For example, consider the synthesized XML grammar. In a more natural grammar, the character

> at the front of the production for B would instead appear in the production for A, and the

corresponding > in the production for A would instead appear at the end of the production for B;

however, this modification does not affect the generated language.
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Figure 6.7: In (a) we show the normalized incremental coverage restricted to valid samples for the
näıve fuzzer (black dotted line), afl-fuzz (white), and Glade (black). In (b), we show the same metric
for the näıve fuzzer (black dotted line) and Glade (black); grey represents either a handwritten
fuzzer (for Grep and the XML parser) or a large test suite (for Python, Ruby, and Javascript). In
(c), we compare the valid normalized incremental coverage of Glade (solid) to the näıve fuzzer
(dashed) and afl-fuzz (dotted) as the number of seed inputs varies (all values are normalized by the
final coverage of the näıve fuzzer).

6.7.3 Comparison to Fuzzers

For fuzzing applications such as differential testing [158], it is useful to obtain a large number of

grammatically valid samples that exercise different functionalities of the given program. Glade is

perfectly suited to automatically generating such inputs. Given blackbox access O to a program

with input language L∗ and seed inputs Ein ⊆ L∗, Glade automatically synthesizes a context-free

grammar Ĉ approximating L∗. Then, Glade uses a standard grammar-based fuzzer that takes

as input the synthesized grammar Ĉ and the seed inputs Ein, and randomly generates new inputs

α ∈ L(Ĉ) that can be used to test the program; we give details below.

In our application to fuzzing, it is acceptable for Ĉ to be an approximation—high precision

suffices to ensure that most generated inputs are valid, and high recall ensures that most program

behaviors have a chance of being executed.

We compare Glade to two baseline fuzzers (described below) on the task of generating valid

test inputs, and show that Glade consistently performs significantly better.

Grammar-based fuzzer. Glade first synthesizes a context-free grammar Ĉ approximating the

target language L∗ of valid program inputs. Our grammar-based fuzzer, based on standard tech-

niques [75], takes as input the synthesized context-free grammar Ĉ and the seed inputs Ein. To gen-

erate a single random input, our grammar-based fuzzer first uniformly selects a seed input α ∈ Ein

and constructs the parse tree for α according to Ĉ. Second, it performs a series of n modifications

to α, where n is chosen uniformly between 0 and 50. A single modification is performed as follows:

• Randomly choose a node N of the parse tree of α.

• Decompose α = α1α2α3 where α2 is represented by the subtree with root N .

• Letting A be the nonterminal labeling N , randomly sample α′ ∼ PL(C,A), and return α1α
′α3.
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Afl-fuzz. Our first baseline fuzzer is a production fuzzer developed at Google [159], and is widely

used due to its minimal setup requirements and state-of-the-art quality. It systematically modifies

the input example (e.g., bit flips, copies, deletions, etc.). Unlike Glade, afl-fuzz requires that the

program be instrumented to obtain branch coverage for each execution—it uses this information to

identify when an input α causes the program to execute new paths. It adds such inputs α to a

worklist, and iteratively applies its fuzzing strategy to each input in the worklist. This monitoring

allows it to incrementally discover deeper code paths. To run afl-fuzz on multiple inputs Ein, we

fuzz each input α ∈ Ein in a round-robin fashion.

Näıve fuzzer. We implement a second baseline fuzzer, which is not grammar aware. It randomly

selects a seed input α ∈ Ein and performs n random modifications to α, where n is chosen randomly

between 0 and 50. A single modification of α consists of randomly choosing an index i in α = σ1...σk,

and either deleting the terminal σi or inserting a randomly chosen terminal σ ∈ Σ before σi.

Programs. We set up each fuzzer on eight programs that include front-ends of language inter-

preters (Python, Ruby, and Mozilla’s Javascript engine SpiderMonkey), Unix utilities that take

structured inputs (Grep, Sed, Flex, and Bison), and an XML parser. We were unable to setup

afl-fuzz for Javascript, showing that even production fuzzers can have setup difficulties when they

require code instrumentation. For interpreters (e.g., the Python interpreter), we focus on fuzzing

just the parser (e.g., the Python parser) since the input grammar of the interpreter contains ele-

ments such as variable and function names, use-before-define errors, etc., that are out of scope for

our grammar synthesis algorithm. To fuzz the parser, we “wrap” the input inside a conditional

statement, which ensures that the input is never executed. For example, we convert the Python

input (print ‘hi’) to the input (if False: print ‘hi’). Then, syntactically incorrect inputs

are rejected, but inputs that are syntactically correct but possibly have runtime errors are accepted.

Seed inputs. To fuzz a program, we use a small number of seed inputs Ein ⊆ L∗ that cap-

ture interesting semantics of the target language L∗. These seed inputs were obtained either from

documentation and tutorials or from small test suites that came with the program.

Methods. Coverage is difficult to interpret because a large amount of code in each program is

unreachable due to configuration, test code that cannot be executed, and other unused functionality.

Therefore, we use a relative measure of coverage to evaluate performance. As before, all results are

averaged over five runs.

For each program and fuzzer, we generate 50,000 samples E ⊆ Σ∗ by running the fuzzer on the

program. First, we restrict E to valid inputs, i.e., E ∩ L∗. In particular, the valid coverage of E,
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computed using gcov, is

#(lines covered by E ∩ L∗)
#(lines coverable)

.

Next, the valid incremental coverage of E is the percentage of code covered by valid inputs in E,

ignoring those already covered by the seed inputs Ein (thereby measuring the ability to discover

inputs that execute new code paths):

#(lines covered by E ∩ L∗ but not covered by Ein)

#(lines coverable but not covered by Ein)
.

Finally, to enable comparison across programs, the valid normalized incremental coverage normalizes

the incremental coverage by a baseline Ebase:

valid incremental coverage of E

valid incremental coverage of Ebase
.

In particular, we use samples from the näıve fuzzer as Ebase.

Results. In Figure 6.6, we show various statistics for the eight programs we use and for the

corresponding seed inputs Ein. We also show the time Glade needed to synthesize an approximation

of the program input grammar. In Figure 6.7 (a), we show the valid normalized incremental coverages

of the various fuzzers. In (b), for five of our programs, we show a proxy for the “upper bound” in

coverage that is achievable—for Grep and the XML parser, we show the valid normalized incremental

coverage achieved by our handwritten grammars, and for Python, Ruby, and Javascript, we show the

valid normalized incremental coverage of a large test suite (each more than 100,000 lines of code).

In (c), we show how coverage varies with the number of samples for Python.

Comparison to baselines. As can be seen from Figure 6.7 (a), Glade (black) is effective at

generating valid inputs that exercise new code paths, significantly outperforming both the näıve

fuzzer (black dotted line) and afl-fuzz (white) except on Grep (where it only performs slightly better)

and Sed (where it actually performs slightly worse). Since these programs have a relatively simple

input format, using a grammar-based fuzzer is understandably less effective. For the remaining six

programs, our grammar-based fuzzer performs between 1.3 and 7 times better than the näıve fuzzer.

Comparison to proxy for the upper bound. Figure 6.7 (b) compares Glade (black bars) to

a proxy for the upper bound of coverage, i.e., handwritten grammars or large test suites (grey bars).

For Grep, both Glade and the näıve fuzzer achieve coverage close to the handwritten grammar.

For the XML parser, Glade significantly outperforms the näıve fuzzer, achieving coverage close

to the handwritten grammar. For Python and Javascript, Glade is able to recover a significantly
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Figure 6.8: An example of a valid sample from the grammar synthesized by Glade for the XML
parser. For clarity, the string has been formatted with additional whitespace.

larger fraction of the upper bound compared to the näıve fuzzer. However, a sizable gap remains,

which is expected since the test suites are very large (each having at least 100,000 lines of code) and

are specifically designed to test the respective programs. We provided fewer seed inputs for Ruby,

which explains why Glade outperformed the näıve fuzzer by a smaller amount (about 30%).

Coverage over time. Figure 6.7 (c) shows how the valid normalized incremental coverage varies

with the number of samples. Glade (solid) quickly finds a number of high-coverage inputs that the

other fuzzers cannot, and continues to find more inputs that execute new lines of code.

Examples. The synthesized grammars are too large to show. Instead, as an example, a fragment

of the synthesized XML grammar is

A→ <a ∗ [...]∗[...]="[...]∗"B∗>[...]∗</a>

B → >[...]∗<a ∗ [...]∗[...]="[...]∗"B∗>[...]∗</a

+ >[...]∗<a>[...]∗</a.

This grammar is identical to the synthesized XML grammar shown in Figure 6.5, except that at-

tributes cannot be repeated. In particular, Glade learns that attributes cannot be repeated since

XML semantics requires that different attributes have different names—for example, the input string

<a a="" a=""></a> is invalid. Therefore, repeating the attribute would lead to overgeneralization,

so this construct is rejected by Glade. Indeed, this constraint on attribute names is not a context-

free property, so as expected, Glade learns a subset of the XML input language.

Figure 6.8 shows an example of a valid sample from the grammar synthesized by Glade for the
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XML parser. As can be seen, the sample contains many XML constructs, including nested tags,

attributes, comments, and processing instructions.

Synthesis. Finally, our approach uses machinery related to some of the recent work on program-

ming by example—in particular, a systematic search guided by a meta-grammar. This approach has

been used to synthesize string [68], number [132], and table [70] transformations (and combinations

thereof [113, 114]), as well as recursive programs [53, 6] and parsers [88]. Unlike these approaches,

our approach exploits an oracle to reject invalid candidates.

6.8 Conclusion

We have presented Glade, the first practical algorithm for inferring program input grammars, and

demonstrated its value in an application to fuzz testing. We believe Glade may be valuable beyond

fuzzing, e.g., to generate whitelists of inputs or to reverse engineer input formats.



Chapter 7

Related Work

7.1 Specification Inference for Static Analysis

Interactive specification inference. There has been previous work on interacting with a human

analyst to infer specifications [43, 161]. [43] proposes an algorithm for inferring program invariantes

by interacting with the analyst. In particular, they use abductive inference to infer a minimal-sized

invariant that is sufficient to verify a postcondition; they propose this invariant to the analyst, who

can either accept it (in which case the program is verified) or reject it (in which case the process is

repeated).

The work closest to our own is [161], which uses abductive inference to interactively infer speci-

fications for library code [161]. There are several differences in the two approaches. First, we handle

the general class of CFL reachability problems, whereas [161] addresses standard graph reachability

problems. Second, abductive inference is a very general tool and solving abductive inference prob-

lems is NP-hard. Our algorithm, which is tailored to specification inference, runs in polynomial

time. As a result, our system appears to scale considerably better, and we are able to conduct a

much larger experiment on many more apps than [161].

There has also been work on interacting with the analyst to refine the results of a static analy-

sis [98]. In particular, the analyst can mark certain outputs of the static analysis as false positives.

Then, they use a probabilistic model equivalent to a Markov logic network to generalize this data to

remove additional false positives. Unlike our approach, they do not guarantee soundness at the end

of the interactive process, and they furthermore do not generalize the learned information beyond a

single program.

Inferring specifications from executions. There has been working on mining executions for

specifications [9, 107, 8, 157, 128, 104, 108, 57, 126, 162, 39, 74, 112, 163, 73, 79]. These techniques

have been used to infer both kinds of specifications described in Chapter 2, namely, (i) specifications
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that describe desired behavior and (ii) specifications that describe behavior assumed to hold.

For the first kind of specifications, [9, 8] study the problem of inferring specifications that should

hold for clients of an API interface, such as “the exception E should not be raised”. These specifi-

cations take the form of state machines, e.g., a file should be opened and then closed. [157] extends

these ideas to the case where the execution traces are imperfect and may exhibit bugs.

For the second kind of specifications, [107] leverages the idea that statically checking the correct-

ness of specifications is easier than devising them to begin with. For example, in general, checking

the correctness of loop invariants is decideable, but inferring a loop invariant is undecideable. Thus,

they first use test cases to exercise the code and use data mining techniques to find specifications (in

particular, program invariants) that are consistent with the behaviors observed during execution.

Then, they use a static checker to check which specifications are correct. There has been work

extending these ideas by using machine learning to infer invariants [129, 127, 126, 112]; these ap-

proaches can additionally use counterexamples provided by the static checker to refine the inferred

specifications. These ideas have also been applied to learn other kinds of specifications, including

refinement types [162] and shape invariants [163]. Similar approaches have also been used to prove

program termination properties [108].

The work most closely related to our own uses dynamic executions to infer specifications that sum-

marizes properties of library functions, including information flow specifications [39], specifications

for x86 instructions [73], specifications for callback control flow [79], and even full implementations

of the library functions [74]. To the best of our knowledge, we are the first to study the use of active

learning strategies to infer specifications in the blackbox setting, as well as the first to incorporate

ideas from program synthesis by examples to infer program properties.

Finally, [65] uses must-facts extracted from guided dynamic executions to avoid spending effort

trying to discharge true positives. In contrast, we use must-facts extracted from tests as specifications

for may-facts—i.e., we enforce that may-facts not observed in tests are invalid using instrumentation,

and use abductive inference to minimize the amount of instrumentation required.

Inferring specifications from static information. There has been work on mining specifica-

tions from static information using machine learning, both of the first kind of specification described

above [86, 116, 131, 95, 20, 117] and of the second [44, 160, 5, 22]. For the first kind of specifications,

there has been work on using probabilistic graphical models to mine interface specifications [86],

sources, sinks, and sanitizers for taint analysis [95], and type-state specifications [20], and type

annotations [117]. Finally, [5] uses abductive inference to infer function preconditions.

For the second kind of specifications, there has been work on using abductive inference to infer

program invariants [44] and abstractions [160], and on using extensions of decision tree learning

algorithms to infer transfer functions for static analysis [22]. A approach related to abductive

inference has been proposed for choosing sanitizer placement [94].
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7.2 Program Analysis

Dynamic safety. Instrumenting programs to ensure safety properties is well-studied, for example

to enforce type safety [72, 105] and to ensure control-flow integrity [1]. Our work applies similar

principles to ensure the integrity of information flows, which is more challenging because information

flows are global properties. In [23], instrumentation is guided by testing: only reflective calls observed

during execution are permitted. Their instrumentation issues warnings to the user for potential

unsoundness in the static analysis. Finally, there has been work on modifying programs to coerce

potentially problematic inputs into acceptable forms manually specified by the user [120, 121].

Dynamic taint tracking has been applied to produce programs that terminate execution upon

violation of the security policy, for example, for Android apps [46] and for a web browser [41]. To the

best of our knowledge, existing approaches to enforce information flow policies require instrumenting

the entire program (or modifying the runtime environment). In contrast, our approach uses very

minimal instrumentation, and often places that instrumentation in unreachable code where it will

have zero runtime cost. Other approaches for restricting app behaviors have been proposed, for

example [122], but the policies enforced are local (e.g., disallowing calls to certain library methods).

Callgraph analysis. There has been prior work on generating sound callgraphs for library code

without analyzing the library code [7], which is related to our problem of inferring reachability

specifications. Their work constructs a placeholder library that exhibits every possible behavior

that can affect the call graph. Our technique for inferring reachability specifications, in addition to

being more general, actually proposes library specifications and allows an auditor to interactively

refine analysis results. Similar work has inferred callback specifications by analyzing the code [34];

however, this approach exhibits both false positives and false negatives.

CFL reachability. A large number of program analyses have been expressed as CFL reachability

problems, for example points-to analysis [137, 136], various interprocedural analyses [119, 118], and

type qualifier inference [67]. Our work makes these techniques more applicable for whole-program

analysis by providing a practical and sound approach to dealing with missing or hard-to-analyze

portions of the program. Our work makes use of ideas for combining CFL reachability with additional

regular language properties such as [84].

The set constraints formalism, which has very efficient and scalable solutions [85], can also encode

most popular CFL reachability problems [99, 83]. Because of the formulation as constraints, in this

formalism it is possible to analyze partial programs or modules separately and then combine the

solutions [85]. Andersen-style flow-insensitive points-to analysis has been one of the most studied

applications for set constraints [50, 141, 71, 4, 84]. However, none of these works address the issue

of analyzing missing code.
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Applications to security. Work on information flow analysis for Android includes SCanDroid [55],

which statically tracks taint flows between applications, TaintDroid [46], which is a dynamic sys-

tem that performs real time monitoring, and FlowDroid [14], which uses static analysis to find

information leaks. Information flow properties have been used to find real examples of Android mal-

ware [51, 47, 52]. Static analysis has also been applied to finding vulnerabilities in web applications

[96, 155, 146, 135].

The approach in [47] shares our goal of moving the burden of verification to the (possibly ad-

versarial) developer; they require the developer to annotate the source code with information types

to guide the auditing process. Compared to [47], our approach does not require source code (com-

mercial app stores typically do not have access to source code) and leverages existing test suites to

produce specifications rather than requiring annotations specific to information flow.

Static points-to analysis. There is a large literature on static points-to analysis [130, 11, 153,

50, 100], including formulations based on CFL reachability [118, 137]. Recent work has focused on

improving context-sensitivity [152, 136, 90, 160, 133]. Using specifications in conjunction with these

analyses can improve precision, scalability, and even soundness.

One alternative is to use demand driven static analyses to avoid analyzing the entire library

code [137]; however, these approaches are not designed to work with missing code, and furthermore

do not provide much benefit for demanding clients that require analyzing a substantial fraction of

the library code.

7.3 Language Learning

Mining input formats. The work most closely related to our own is [76], which uses dynamic

taint analysis to trace the flow of each input character, and uses this information to reconstruct the

input grammar. More broadly, there has been work on reverse engineering network protocol message

formats [29, 154, 91, 92], though these papers focus on learning and understanding the structure of

given inputs rather than learning a grammar; for example, [29] looks for variables representing the

internal parser state to determine the protocol, and [91] constructs syntax trees for given inputs.

All of these techniques rely on static and dynamic analysis methods intended to reverse engineer

parsers of specific designs.

In contrast, our approach is fully blackbox and depends only on the language accepted by the

program, not the specific design of the program’s parser. In addition, our approach can be used

when the program cannot be instrumented, for instance, to learn the input format for a remote

program. Finally, the programs we consider have more complex input formats than most previously

examined programs.
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Learning theory. There has been a line of work in learning theory (often referred to as grammar

induction or grammar inference) aiming to learn a grammar from either examples or oracles (or

both); see [42] for a survey. The most well known algorithms are L-Star [12] and RPNI [110]. These

algorithms have a number of applications including model checking [58], model-assisted fuzzing [35,

36], verification [148], and specification inference [25]. To the best of our knowledge, our work is the

first to focus on the application of learning common program input languages from positive examples

and membership oracles.

Additionally, [87] discusses approaches to learning context-free grammars, including from positive

examples and a membership oracle. As they discuss, these algorithms are often either slow [134] or

do not generalize well [81].

Bayesian language learning. A related line of work aims to learn probabilistic grammars from

examples alone [140, 139]. These algorithms study a different setting than ours, in particular,

they are given access to positive (and sometimes negative) examples, but do not assume access to

a membership oracle. These algorithms typically identify frequently occurring patterns that are

likely to correspond to nonterminals in the grammar. More precisely, these algorithms are typically

Bayesian learning algorithms that operate by putting a prior over the space of grammars, and then

computing the most likely grammar conditioned on the given examples. To achieve statistically

significant results, these algorithms require a large number of input examples.

In contrast, our algorithm leverages access to the membership oracle, enabling it to use actively

generated examples to determine which patterns are actually in the grammar. Therefore, our algo-

rithm works well even when only a few seed inputs are available. While it may be possible to modify

existing Bayesian language learning algorithms to fit this setting, to the best of our knowledge, no

such active learning variants of these algorithms have been proposed.

Additionally, whereas this literature aims to learn a probabilistic grammar, our grammar syn-

thesis algorithm learns a deterministic grammar. The difference is how we measure approximation

quality—in particular, even though our definitions of precision and recall require distributions over

L∗ and L̂, they still measure the approximation quality of L̂ deterministically, i.e., the predicates

α ∈ L∗ and α ∈ L̂ are binary rather than probabilistic.

Blackbox fuzzing. Numerous approaches to automated test generation have been proposed; we

refer to [10] for a survey. Approaches to fuzzing (i.e., random test case generation) broadly fall into

two categories: whitebox (i.e., statically inspect the program to guide test generation) and blackbox

(i.e., rely only on concrete program executions). Blackbox fuzzing has been used to test software for

several decades; for example, [124] randomly tests COBOL compilers and [115] generated random

inputs to test parsers. An early application of blackbox fuzzing to find bugs in real-world programs

was [102], who executed Unix utilities on random byte sequences to discover crashing inputs. Sub-

sequently, there have been many approaches using blackbox fuzzing with dynamic analysis to find
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bugs and security vulnerabilities [54, 143, 101]; see [144] for a survey. Finally, afl-fuzz [159] is almost

blackbox, requiring only simple instrumentation to guide the search.

Whitebox fuzzing. Approaches to whitebox fuzzing [64, 13] typically build on dynamic symbolic

execution [62, 125, 31, 30, 32]; given a concrete input example, these approaches use a combination

of symbolic execution and dynamic execution to construct a constraint system whose solutions are

inputs that execute new program branches compared to the given input. It can be challenging to

scale these approaches to large programs [56]. Therefore, approaches relying on more imprecise

input have been studied; for example, taint analysis [56], or extracting specific information such as

a checksum computation [151].

Grammar-based fuzzing. Many fuzzing approaches leverage a user-defined grammar to generate

valid inputs, which can greatly increase coverage. For example, blackbox fuzzing has been combined

with manually written grammars to test compilers [93, 158]; see [26] for a survey. Such techniques

have also been used to fuzz interpreters; for example, [75] develops a framework for grammar-based

testing and applies it to find bugs in both Javascript and PHP interpreters.

Grammar-based approaches have also been used in conjunction with whitebox techniques. For

example, [61] fuzzes a just-in-time compiler for Javascript using a handwritten Javascript grammar

in conjunction with a technique for solving constraints over grammars, and [97] combines exhaustive

enumeration of valid inputs with symbolic execution techniques to improve coverage. In [144],

Chapter 21 gives a case study developing a grammar for the Adobe Flash file format. Our approach

can complement existing grammar-based fuzzers by automatically generating a grammar.

Finally, there has been some work on inferring grammars for fuzzing [149], but focusing on simple

languages such as compression formats. To the best of our knowledge, our work is the first targeted

at learning complex program input languages that contain recursive structure, e.g., XML, regular

expression formats, and programming language syntax.



Chapter 8

Conclusion

Specification inference is a promising approach to improving the usability of program analysis in

practice. Specifications are crucial for modeling parts of programs that are too difficult for a static

program analysis to handle, such as native code or dynamic language features. By either interacting

with the human analyst or leveraging observations from concrete executions, the algorithms we have

described can infer high quality specifications that can be used by client program analyses to test and

verify programs. In particular, we have proposed a novel algorithm, based on abductive inference,

that interacts with a human analyst to infer specifications, and shown that it quickly converges

to the true specifications. We have extended interactive specification inference to the case when

the analyst is not trusted, by instrumenting the code to enforce responses. In addition, we have

proposed novel algorithms that infer specifications, based on inductive inference, that use active

learning strategies to infer complex hierarchical specifications. These algorithms propose candidate

specifications, and then actively query an oracle to determine which candidates may be correct.

There are two important directions for further research. First, for interactive specification infer-

ence, a key challenge is understanding what kinds of queries can feasibly be answered by a human

analyst. We have focused on simple properties of library functions, which are well documented,

and reachability properties, which are easily known by the developer. More complex static analyses

may have intermediate relations that the human analyst is unable to reason about, making it more

challenging to interactively infer specifications. Second, our algorithms for actively inferring specifi-

cations from executions are both domain specific. We believe that these techniques are much more

generally applicable. An important research direction is devising a general framework for inferring

specifications for blackbox code.

Going forward, the techniques we have developed in this thesis can be extended to infer specifi-

cations for a much wider range of program analyses. We hope that by reducing the cost of writing

specifications, these downstream program analyses will become cost-effective enough to use in a

much wider range of practical applications.
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[33] Cristiano Calcagno, Dino Distefano, Jérémy Dubreil, Dominik Gabi, Pieter Hooimeijer, Mar-

tino Luca, Peter W O’Hearn, Irene Papakonstantinou, Jim Purbrick, and Dulma Rodriguez.

Moving fast with software verification. NFM, 15:3–11, 2015.

[34] Yinzhi Cao, Yanick Fratantonio, Antonio Bianchi, Manuel Egele, Christopher Kruegel, Gio-

vanni Vigna, and Yan Chen. Edgeminer: Automatically detecting implicit control flow tran-

sitions through the android framework. In NDSS, 2015.

[35] Chia Yuan Cho, Domagoj Babic, Pongsin Poosankam, Kevin Zhijie Chen, Edward XueJun

Wu, and Dawn Song. Mace: Model-inference-assisted concolic exploration for protocol and

vulnerability discovery. In USENIX Security, pages 139–154, 2011.

[36] Wontae Choi, George Necula, and Koushik Sen. Guided gui testing of android apps with

minimal restart and approximate learning. In OOPSLA, pages 623–640, 2013.

[37] Andy Chou, Benjamin Chelf, Dawson Engler, and Mark Heinrich. Using meta-level compilation

to check flash protocol code. In ASPLOS, pages 59–70, 2000.

[38] Andy Chou, Junfeng Yang, Benjamin Chelf, Seth Hallem, and Dawson Engler. An empirical

study of operating systems errors. In SOSP, pages 73–88, 2001.



BIBLIOGRAPHY 149

[39] Lazaro Clapp, Saswat Anand, and Alex Aiken. Modelgen: mining explicit information flow

specifications from concrete executions. In ISSTA, pages 129–140, 2015.
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